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Abstract We use Eikonal tomography to derive phase and group velocities of surface waves for the plate
boundary region in Southern California. Seismic noise data in the period range 2 and 20 s recorded in
year 2014 by 346 stations with ~1‐ to 30‐km station spacing are analyzed. Rayleigh and Love wave phase
travel times are measured using vertical‐vertical and transverse‐transverse noise cross correlations, and
group travel times are derived from the phase measurements. Using the Eikonal equation for each location
and period, isotropic phase and group velocities and 2‐psi azimuthal anisotropy are determined statistically
with measurements from different virtual sources. Starting with the SCEC Community Velocity Model,
the observed 2.5‐ to 16‐s isotropic phase and group dispersion curves are jointly inverted on a 0.05° × 0.05°
grid to obtain local 1‐D piecewise shear wave velocity (Vs) models. Compared to the starting model, the
final results have generally lower Vs in the shallow crust (top 3–10 km), particularly in areas such as basins
and fault zones. The results also show clear velocity contrasts across the San Andreas, San Jacinto, Elsinore,
and Garlock Faults and suggest that the San Andreas Fault southeast of San Gorgonio Pass is dipping to
the northeast. Investigation of the nonuniqueness of the 1‐D Vs inversion suggests that imaging the top 3‐km
Vs structure requires either shorter period (≤2 s) surface wave dispersion measurements or other types of
data set such as Rayleigh wave ellipticity.

1. Introduction

The boundary between the North American and Pacific plates in Southern California (SC) has several major
faults, including the San Andreas Fault (SAF), San Jacinto Fault (SJF), Garlock Fault, and Elsinore Fault.
These and other faults separate the SC crust into several distinctive geologic provinces including the
Southern Central Valley, Sierra Nevada, and Mojave Desert in the north; the Western, South‐Central, and
Eastern Transverse Ranges plus Eastern California Shear Zone (ECSZ) in the center; and the Ventura
Basin, Los Angeles (LA) Basin, Peninsular Ranges, and Salton Trough in the south (Figure 1). Having a good
3‐D tomographic model is crucial for understanding structural properties such as continuity and dipping of
the major faults and providing an accurate framework for inversions of earthquake source properties, calcu-
lations of seismic ground motion, and other topics.

Several local and regional tomographic models of SC with a variety of spatial scales (0.5 km to the entire SC)
and resolutions (tens of meters to >5 km) have been developed in previous studies. Methods using fault zone
phases (e.g., Qin et al., 2018; Qiu et al., 2017; Share et al., 2017), body wave travel times (e.g., Allam &
Ben‐Zion, 2012, Allam et al., 2014; Share et al., 2019), surface wave tomography based on earthquakes
(e.g., Alvizuri & Tanimoto, 2011; Prindle & Tanimoto, 2006; Yang & Forsyth, 2006) and ambient noise
(e.g., Barak et al., 2015; Berg et al., 2018; Zigone et al., 2015), joint inversion of body and surface waves (e.g.,
Fang et al., 2016), and full inversion of waveforms with periods ≥2–5 s (e.g., Lee et al., 2014; Tape et al.,
2010) have been applied in this region. Each of these models resolves different components of the crustal
structures due to variations in data sensitivity and quality (e.g., uncertainty), nonuniqueness, and
parameterization of the inversion process (e.g., regularization and smoothing). A combination of tomographic
models that incorporates different types of data and seismic network configurations provides a clear illustration
of the structural complexity in the SC region (e.g., Shaw et al., 2015).

Noise‐based surface wave tomography has been shown to be effective in resolving 3‐D Vs crustal structure
either for the entire SC region (e.g., Barak et al., 2015) or more focused local areas (e.g., Fang et al., 2016;

©2019. American Geophysical Union.
All Rights Reserved.

RESEARCH ARTICLE
10.1029/2019JB017806

Key Points:
• Reliable surface wave phase and

group dispersion curves for 2.5–16 s
are extracted from ambient noise
cross correlations

• Eikonal tomography yields robust
isotropic phase and group velocities
using an irregular seismic network
in Southern California

• Joint inversion of phase and group
velocities significantly improves the
velocity structure in the top 3–20
km, particularly near faults

Supporting Information:
• Supporting Information S1

Correspondence to:
H. Qiu,
hongruiq@usc.edu;
qiuhonrui@gmail.com

Citation:
Qiu, H., Lin, F.‐C., & Ben‐Zion, Y.
(2019). Eikonal tomography of the
Southern California plate boundary
region. Journal of Geophysical Research:
Solid Earth, 124. https://doi.org/
10.1029/2019JB017806

Received 5 APR 2019
Accepted 21 AUG 2019
Accepted article online 29 AUG 2019

QIU ET AL. 1

https://orcid.org/0000-0002-4219-0039
https://orcid.org/0000-0003-0394-6830
https://orcid.org/0000-0002-9602-2014
http://dx.doi.org/10.1029/2019JB017806
http://dx.doi.org/10.1029/2019JB017806
http://dx.doi.org/10.1029/2019JB017806
http://dx.doi.org/10.1029/2019JB017806
http://dx.doi.org/10.1029/2019JB017806
mailto:hongruiq@usc.edu
mailto:qiuhonrui@gmail.com
https://doi.org/10.1029/2019JB017806
https://doi.org/10.1029/2019JB017806
http://publications.agu.org/journals/


Zigone et al., 2015). Although the noise sources are not isotropically distributed in the SC plate boundary
region, the biases in surface wave dispersions measured from ambient noise cross correlations (ANC)
have been shown to be minor (e.g., Hillers et al., 2013). Surface waves are typically assumed to propagate
on the great circle path connecting the virtual source and receiver, and the corresponding velocity
structures are resolved using all available source‐receiver pairs (Barmin et al., 2001).

In contrast to the conventional surface wave tomography method, Eikonal tomography accounts for ray
bending and determines phase velocities by solving the Eikonal equation across phase travel time maps
(Lin et al., 2009). Through statistical analysis of velocity measurements obtained from different sources, iso-
tropic phase speeds together with azimuthal anisotropy, and corresponding uncertainty estimates can be
determined. Eikonal tomography method was first applied across the USArray (Lin et al., 2009), and the
derived isotropic phase results were shown to be slightly slower, on average, compared to those from
straight‐ray tomography, particularly in SC. The differences suggest that it is necessary to take the ray bend-
ing effect into consideration in order to obtain better phase velocity estimates.

In the present paper, we use the ANC computed from stations of the regional SC seismic network and apply
Eikonal tomography to resolve phase and group velocity maps. The results have finer grid size (i.e., 0.05° ×
0.05°), broader period range toward short periods (i.e., 2.5–16 s), and better data coverage compared to pre-
vious studies (e.g., Lin et al., 2009; Roux & Ben‐Zion, 2017). In section 2, we describe the data used in the
study and the necessary processing steps to calculate reliable ANC for each station pair. Considering the vast
number of station pairs, we adopt the modified automatic Frequency Time Analysis (FTA) developed by
Bensen et al. (2007) and Lin et al. (2008) to obtain both phase and group dispersion measurements.
Following the flow chart shown in Figure 2, we describe the procedures to measure the surface wave travel
times as a function of period for every station pair in section 3.

In section 4.1, we review the methodology of Eikonal tomography and its underlying assumptions. Different
from previous Eikonal tomography studies (e.g., Gouédard et al., 2012; Lin et al., 2009, 2013; Ritzwoller et al.,

Figure 1. Location map of 346 (299 three‐component sensor in red) seismic stations (triangles) used for imaging the
Southern California plate boundary region. Ambient noise cross correlations computed at two example station pairs
(green lines) are shown in Figure 3. The green square shows the location of the grid point used in Figure 12. Surface traces
of large faults together with the state and national boundaries are shown as black lines. Localities of the major faults and
geologic provinces in Southern California are labeled. Cross sections of the final inverted shear wave velocities (Vs) are
shown for the blue lines crossing San Andreas Fault at various locations in Figure 18.
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2011; Xu et al., 2016) that use evenly spacing seismic arrays, the station spacing for the SC seismic network is
rather irregular, with ~1–5 km near SJF and SAF, ~5 km in LA and Ventura Basins, and ~10–30 km in
Mojave desert and ECSZ (Figure 1). We thus also discuss the inclusion of several additional quality
control criteria to ensure the reliability of the resulting phase velocities. Furthermore, we derive group
velocities from a modified Eikonal tomography procedure, which is also discussed in section 4.1. The
resulting isotropic phase and group speeds (section 4.2) are used to infer a new Vs model for the SC plate
boundary region.

The Vs inversion is first performed at each grid cell and then assembled together to construct the final 3‐D Vs
model in section 5. The final surface wave phase speed and Vsmodels are compared to tomographic models
obtained from previous studies, and the prominent geological structures that observed in our models are dis-
cussed in section 5.2. The technical improvements and updated geophysical knowledge achieved in our final
models are summarized in section 6. In addition to resolving better some crustal components, the results
complement the existing knowledge on large‐scale fault structures (velocity contrasts and fault dipping) in
the SC plate boundary region.

2. Data

We download all available continuous waveforms recorded by 346 stations (with 299 being three‐component
stations; Figure 1) in the SC plate boundary region during the entire year of 2014. Seismic stations from sev-
eral SC seismic networks, including the Anza network (AZ; Vernon, 1982), the California Integrated Seismic

Figure 2. Flow chart of the procedures to obtain shear wave velocity model using Rayleigh waves extracted from the ver-
tical‐vertical (ZZ) component 1‐year stacked ANC. Same process can be applied to Love waves extracted from transverse‐
transverse component data.
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network (CISN), the San Jacinto Experiment network (YN; Vernon & Ben‐Zion, 2010), the Plate Boundary
Observatory Borehole network (PB), the SC Seismic network (California Institute of Technology and United
States Geological Survey Pasadena, 1926; SCEDC, 2013), and the UC Santa Barbara Engineering Seismology
Network (SB) are used. This combined seismic network includes 238 broadband and 108 short‐period
sensors, covering the ~600‐km aperture study region with typical station spacing varying from 1 to 30 km.

Noise preprocessing steps are essential to increase the quality and accuracy of surface wave signals
extracted from the noise cross‐correlation method (e.g., Bensen et al., 2007; Boué et al., 2013; Poli et al.,
2012; Shapiro & Campillo, 2004; Zigone et al., 2015). In this study, we follow closely to the method
described by Zigone et al. (2015) to compute daily ANC between all available station pairs and components.
The computed multicomponent ANC are then rotated to the coordinate system of vertical (Z), radial (R),
and transverse (T) directions by viewing one station as the source and the other as the receiver (Lin
et al., 2008). Figures 3a and 3b show the resulting daily ANC for ZZ component at two example station
pairs—the coast parallel pair DJJ‐GOR and the coast perpendicular pair GSC‐SDD. For both station pairs,
coherent surface wave arrivals are observed on both positive and negative correlation time lags in the daily
cross correlograms throughout the year. These daily correlation functions are stacked over the entire year to
further enhance the signal‐to‐noise ratio (SNR; Figures 3c and 3d). In this paper, we use the stacked ZZ and
TT component ANC to measure the Rayleigh and Love wave travel time dispersions, respectively. Since
higher mode surface waves (e.g., blue star in Figure 4) are only observed in ANC at high frequencies
(e.g., 2–5 s) for specific station pairs (e.g., across basins), all subsequent results and discussions refer to
the fundamental mode surface waves.

Figure 3. Daily ambient noise cross correlation for the entire year 2014 computed at vertical‐vertical component of the (a)
coast‐parallel pair DJJ‐GOR and (b) coast perpendicular pair GSC‐SDD. Red, green, and blue represent positive, zero, and
negative amplitude values, respectively. The black dashed lines outline Rayleigh wave signals at both positive and
negative time lags. (c) The 1‐year stacked cross correlation at components of ZZ, TT, RR, ZR, ZT, and RT computed at
station pair DJJ‐GOR. (d) Same as (c) for pair GSC‐SDD. Noise source directionality is clearly observed in both pairs and
for all components as evidenced from differences in negative and positive time lags of the ambient noise cross correlation.
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In SC, ambient noise seismic waves are mostly excited from oceanic waves in the southwestern direction
(e.g., Hillers et al., 2013; Kedar &Webb, 2005), which results in the asymmetry of ANC particularly for coast-
line normal station pairs (e.g., Figures 3b and 3d). Despite the apparent noise directionality, earlier studies
suggest that surface wave dispersion can still be reliability extracted fromANC in this area (e.g., Hillers et al.,
2013; Shapiro et al., 2005). To further enhance the signal and effectively homogenize the noise wavefield, we
calculate the “symmetric signal” by folding and averaging the waveforms on both the positive and negative
time lags (e.g., Lin et al., 2007). In general, the symmetric signal often has a higher SNR (due to the suppres-
sion of incoherent noises within the two time lags) and allows the dispersion curve to be determined across a
broader period range. We note that the Eikonal tomography approach used in this study determines local
surface wave phase velocities based on relative travel timemeasurement and is also less sensitive to inhomo-
geneous noise source distribution as discussed in Lin et al. (2013).

3. Automated Dispersion Picking

Figure 4 shows the 1‐year stacked ZZ component ANC and the symmetric narrow band‐pass filtered signals
for the example coastline normal station pair GSC‐SDD. Clear period‐dependent travel time and SNR can be
observed. Considering the vast number of ANC (~40,000 for ZZ component and ~30,000 for TT component),
we adopt a modified automated dispersion picking algorithm of Bensen et al. (2007) to extract surface wave
travel times for periods between 2 and 20 s. The procedures are described in detail below.

3.1. FTA

Figure 5 illustrates the standard procedures of FTA applied on the example station pair GSC‐SDD. First, we
taper the time series using a window (dashed lines in Figure 5a) that outlines the surface wave signal (i.e.,
between the assumed 4.0‐ and 1.5‐km/s maximum and minimum velocities) and define the waveforms in
the window with an assumed velocity lower than 1.5 km/s as the noise. Then, a series of Gaussian narrow

Figure 4. The top black trace shows the 1‐year stacked ZZ component correlation function recorded at station pair GSC‐
SDD. The corresponding symmetric signal, by folding and averaging the positive and negative time lags, is displayed in
red. The symmetric signal is then filtered at periods 2, 3, 5, 7, 10, 15, and 20 s, and the filtered waveform and corresponding
envelope are shown in blue and black, respectively. The surface wave window is defined as an average velocity range of 1.5
to 4.5 km/s, whereas an average velocity less than 1.5 km/s outlines the noise window. Signal‐to‐noise ratio (SNR) is
calculated for each envelope global peak (red star). Reference phase travel time dispersion calculated using the CVM‐S4.26
is illustrated as the red dashed curve. The blue star shows the location of a local maximum of the envelope filtered at 2s.
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band‐pass filters centered on different angular frequencies, ωk, G(ω,ωk) = exp{−α[(ω − ωk)/ωk]
2}, are

applied to the tapered waveform. Here α is a unitless parameter that controls the width of the Gaussian
filter, which we set to 20 based on trial and error. Then the amplitude and phase components of the
filtered signal, Sf(t,ωk), can be written as follows:

S f t;ωkð Þ ¼ A t;ωkð Þj j⋅eiφ t;ωkð Þ; (1)

where |A(t,ωk)| and φ(t,ωk) are the corresponding envelope and phase functions in the time domain and t is
the lapse time. The envelope and phase functions at 7 s are illustrated in Figure 5b. Figure 5c shows a 2‐D
amplitude diagram that aligns the envelope functions with respect to the corresponding central periods
Tk = 2π/ωk. This 2‐D amplitude diagram is later used to determine travel time dispersion in section 3.2

For different station pairs, the period range in which we can extract good quality surface wave signals can
vary significantly. To determine the proper period range for FTA, we first set a maximum cutoff period as
Tmax = /(2c) ≈ /6 to satisfy the far‐field approximation (Bensen et al., 2007). Here Δ is the interstation dis-
tance in kilometers, and c is the assumed reference phase velocity and is set to be 3 km/s (Figure S1 in the
supporting information). In the case of Tmax > 20 s, we set Tmax = 20 s. Then, we calculate the preliminary

Figure 5. Example of frequency time analysis performed on the symmetric correlation function shown in Figure 4. (a) The
symmetric correlation (black) is first tapered using a window bounded by the moveout range of 4 and 1.5 km/s. (b) The
waveform after tapering and filtering using a Gaussian narrow band‐pass filter centered at period 7 s is denoted by the blue
signal. Phase and envelope functions are calculated and shown in red and black, respectively. The white star indicates the
envelope peak with the corresponding travel time showing as green dashed lines. (c) Frequency‐time diagram. After
applying a series of Gaussian narrow band‐pass filters centered on periods from 2 to 20 s on the tapered signal shown in (a),
envelope functions are arranged by the corresponding center periods. The amplitudes are illustrated as colors from blue to
red indicating values from 0 to the maximum. The envelope shown in (b) is depicted at the white dashed lines. The red
dashed curve denotes the reference phase travel time dispersion curve calculated using model CVM‐S4.26. Local and
global maximums of all the envelope functions are shown as symbols of black plus and green circles and red circles,
respectively. Here we discard any envelope maximums (black plus) that are below the black dashed lines.
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period‐dependent SNR as the ratio between the maximum amplitude of the envelope function and the root‐
mean‐square amplitude within the noise window. For each ANC, we only perform FTA for the period range
in which the SNR is larger than 5.

3.2. Determination of Phase Travel Time Dispersions

The surface wave phase travel time dispersion can be obtained from the phase function φ(t,ωk) using equa-
tion derived in Lin et al. (2008) by assuming the source phase ambiguity term λ equal to 0:

tph ωð Þ ¼ φ t;ωkð Þ þ ωt−
π
4
−N⋅2π

h i
=ω: (2)

Here, N is the cycle skipping ambiguity term, which can be resolved using a reference dispersion relation.
Note that the instantaneous angular frequency ω = ∂φ(t,ωk)/∂t can be slightly different from the central
angular frequency ωk of the applied filter. To resolve cycle skipping ambiguity, N, we take advantage of
the existing high‐resolution Community Velocity Models for SC (i.e., Shaw et al., 2015—CVM‐H15.1; Lee
et al., 2014—CVM‐S4.26). First, we compute synthetic phase travel time dispersion for each station pair
based on the model CVM‐S4.26. At each grid point, we extract the 1‐D P and S wave velocity depth profiles
and calculate the corresponding phase velocity dispersion curves (Herrmann, 2013). By compiling these
phase velocity dispersion curves at all locations, we construct a series of 2‐D phase velocity maps at different
periods. For each period, we calculate the synthetic surface wave phase travel time for every station pair
based on the 2‐D phase velocity map using the fast marching method (Sethian, 1996). The model predicted
pairwise phase travel time dispersion curve is then used as a reference to constrain the travel times measured
through the ANC.

Ideally, phase travel time can be measured at any selection of lapse time t within the surface wave win-
dow following equation (2). But, in practice, phase travel time is often evaluated at the time of the envel-
ope peak, t = tg(ω), to guarantee a maximum SNR (e.g., Aki & Richards, 2002; Lin et al., 2008). Figure 4
shows the envelope functions and corresponding tg(ω) for various periods (red star), and we find that the
global maximum at 2‐s period is abnormally fast (i.e., faster than the signals observed at longer periods).
This indicates that either the noise source distribution is not sufficiently homogeneous or the signal is
dominated by strong body waves or higher mode surface waves (e.g., Boúe et al., 2016; Ma et al., 2016;
Savage et al., 2013) at this period. In this case, instead of evaluating the phase travel time at the global
peak, the lapse time of another local maximum should be used (i.e., the blue star in Figure 4).
Considering the vast number of station pairs used in this study, we develop an automatic procedure to
filter out these abnormal envelope peaks. First, we set a “reasonable travel time range” for each station
pair and rule out envelope peaks (both local and global ones) that are outside the range as well as those
peaks with SNR less than 5. Considering that the envelope should propagate slower than the phase, we
use the phase travel time predicted from the reference CVM‐S4.26 model (red dashed lines in Figures 4
and 5c) to determine the lower bound for group travel time tg(ω). In addition, considering the
CVM‐S4.26 model is derived using data with frequencies lower than 0.2 Hz (Lee et al., 2014) and it
may yield poor predictions at short periods, we further reduce the lower bound based on a linearly vary-
ing scale of 5% and 0% between 2‐ and 20‐s period (black dashed curve in Figure 5c).

After filtering out erroneous envelope peaks, we further require the candidate tg(ω) (e.g., red stars in Figure 5
c) to be continuous as a function of periods. To ensure the continuity, we use the second‐order derivative
edge detection algorithm to find possible jumps in the tg(ω) dispersion curve, and fix the discontinuity, if
detected, following the procedure of Bensen et al. (2007).

3.3. Determination of Group Travel Time Dispersions

Theoretically, the surface wave group travel time is given by the lapse time, tg(ω), where the envelope func-
tion |A(t,ωk)| reaches the maximum amplitude (Aki & Richards, 2002). In Figure 5, we use the surface wave
from the symmetric signal of the 1‐year stacked ANC to demonstrate the picking process (Figure S2 for
results using causal and acausal sides). Figure 6 shows the resulting Rayleigh wave phase travel time along
with the continuous tg(ω) dispersion curves measured at the casual side, acausal side, and the symmetric sig-
nal of the correlation function for station pair GSC‐SDD. While consistent phase travel time dispersion
curves are obtained from all three cases, significant discrepancies are observed between the tg(ω)
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dispersion curves, especially at longer periods (>15 s), suggesting that the peak of envelope function is
sensitive to noise and often associated with large uncertainties (Figures 6d and 7a). Therefore, in this
study, instead of determining group travel time based on tg(ω) (e.g., Barak et al., 2015; Zigone et al., 2015),
we simply derive the group travel time from the smoothed phase dispersion using the following relation:

υgp ¼ υph−λ⋅∂υph=∂λ; (3)

where υph and υgp represent the smoothed phase and resulting group dispersions in the form of average velo-
cities (i.e., υph = Δ/tph, υgp = Δ/tgp) and λ is the wavelength given by 2π ⋅ υph/ω. Here, we use the observed
phase dispersion to first invert for a 1‐D Vsmodel and then predict the smoothed phase velocity dispersion to
stabilize the first derivative in equation (3) (Figure 7).

Although the phase‐derived group travel times do not provide additional independent constraints to the
Earth structure, using both phase and group dispersion curves stabilizes the 1‐D Vs inversion and yields bet-
ter results of Vs structure than those using phase dispersions alone. This is mostly due to the differences in
depth sensitivity kernels of the group and phase velocities (Figure S3) that help reducing nonuniqueness
inherent in the inversion (Herrmann, 2013; Li et al., 2012; Moschetti et al., 2010a).

3.4. Quality Control

As Eikonal tomography determines velocities based on first‐order spatial derivative of travel time maps, the
result is very sensitive to erroneous travel timemeasurements (e.g., Lin et al., 2009). Because of that, it is cru-
cial to identify and remove as much erroneous travel time measurements as possible. In this section, we

Figure 6. Rayleigh wave group and phase travel time dispersion results for example station pair GSC‐SDD. (a) The black
solid curve represents the group travel time dispersions measured using waveform at the symmetric signal. The corre-
sponding phase travel time dispersion is shown as the red solid curve. The blue dashed curve represents the model pre-
dicted phase travel time dispersion using CVM‐S4.26. Phase travel time dispersions with one cycle skipped (N = N0 ± 1 in
equation (2); red dashed curves) are shown for visual comparison. (b) Same as (a) measured at the negative time lag.
(c) Same as (a) using the positive time lag. (d) Comparison of all the group (black dashed) and phase (red dashed)
dispersion results. The blue and green solid curves represent the final phase and group dispersion measurements.
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introduce the following three selection criteria to control the quality of the travel times measured following
procedures in sections 3.2 and 3.3:

(1) Consistency between symmetric, causal, and acausal signals. Here we reject dispersion measurements
with inconsistent phase dispersion between causal, acausal, and the symmetric component signals.
Here we calculate the phase travel time differences between measurements of the symmetric and causal
components at each period and select the period range that yields discrepancies less than 5%. Such per-
iod range can also be obtained by comparing phase dispersions of the symmetric and acausal signals.
The phase dispersion curves within the union of these two period ranges are considered to be robust.
A complete description of the determination of consistency between phase travel time dispersion curves
can be found in the supporting information (Appendix S1).

(2) Consistency with the reference model. As no major discrepancy is expected between the observed and
reference predicted dispersion curves in particularly at the long periods, two additional selection criteria
are introduced for phase dispersion measurements. First, the predicted and observed travel time differ-
ence at the longest measurable period (T1) should be smaller than 0.3T1. Second, the average predicted
and observed travel time difference in the top one third of the measurable period range should be smal-
ler than 0.4 of the average period in that range. Dispersion curves that do not satisfy the above criteria
are discarded.

(3) Minimum period range requirement. Since the predicted reference dispersion curve is only considered
reliable at periods larger than 5 s (Lee et al., 2014), we reject all dispersion curves with either the longest
measurable period T1 smaller than 6 s or the measurable period range shorter than 2.5 s.

Figure 8 shows the histograms of the phase and group travel times that pass the above quality selection
criteria for 3‐, 7‐, and 11‐s Rayleigh and Love waves. Since there are fewer three‐component stations in
the seismic network and the SNR of Love waves is generally smaller than that of Rayleigh waves, the total
number of travel time measurements is significantly higher (i.e., ~40–50% more) for Rayleigh waves.
Based on the distributions of the measurements, we find that the width of the histogram (i.e., standard
deviation) decreases as period increases, and the histograms of Love waves are wider than those of
Rayleigh waves. These observations are likely due to higher degree of lateral heterogeneity at shallower
depth and the broader spatial sensitivity of longer period waves. Since SNR is lower at shorter periods,
the poor quality of short period dispersion measurements also contributes to the large width of the corre-
sponding histogram. The median average speed (i.e., peak of the histogram) increases with period, which
is consistent with the fact that shear wave velocity generally increases with depth and is faster for
Love waves.

Figure 7. Derivation of group travel time dispersion curve for Rayleigh waves. Panel on the left shows themeasured phase
travel time dispersion curve (solid blue curve in Figure 6d) in terms of average velocity as red dots. A 1‐D Vs inversion is
performed to fit the phase dispersion starting with the 1‐D Vs profile (black curve in the right panel) averaged over the
entire CVM‐S4.26 as the initial model. The phase dispersion curve (red curve in left panel) of the best fitting 1‐D Vs profile
(red curve in right panel) gives the smoothed phase dispersion curve, and the corresponding group dispersion (black curve
in the left panel) is calculated following equation (3).
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4. Eikonal Tomography
4.1. Methodology

Different from the traditional straight‐ray tomography (e.g., Barmin et al., 2001), Eikonal tomography
accounts for ray bending in the surface wave propagation and is based on the Eikonal equation

s!ij ¼ e!ij= υ
!

ij ¼ ∇τi x!j
� �

; (4a)

which is derived from the 2‐D Helmholtz wave equation (e.g., Lin & Ritzwoller, 2011; Wielandt, 1993) by
neglecting the term associated with the amplitude Laplacian:

1
υ2ij

¼ ∇τi x!j
� ��� ��2− ΔAi x!j

� �
Ai x!j
� �

ω2
; (4b)

where i and j indicate the virtual source and grid point indexes, s! and e
*

are local slowness and the unit
vectors orienting toward the wave propagation direction, τi is the phase travel time, x!j is location of the
jth grid cell, A is the wave amplitude, and ω is the angular frequency. In Eikonal tomography, phase velocity
structure can be simply inferred locally by applying the inverse operator—the spatial gradient to the phase
travel time field without constructing the forward operator. It is straightforward and computational less
intensive compared to the straight‐ray tomography. Lin and Ritzwoller (2011) refers the phase velocity
derived from Eikonal equation as the “apparent” phase velocity and that calculated via Helmholtz equation
as “corrected” phase velocity. These two velocities are approximately equal when (1) the angular frequency,
ω, is sufficiently high or (2) the amplitude field is smooth enough so that the amplitude Laplacian is negli-
gible. Although the group travel time does not obey the Eikonal equation (4a), based on the assumption that
the propagation of the surface wave envelope is the same as indicated by the phase front, we can apply a
modified version of Eikonal equation:

s!g
ij ¼ e!j=υ

g
ij ¼ ∇τgi x!j

� �
(5)

to infer the local group velocity, where s!g
ij , υ

g
ij, and τ

g
i represent the local group slowness vector, group speed,

and group travel time field, respectively.

Figure 8. Histograms of phase (blue) and group (orange) travel timemeasurements for Rayleigh (top panels) and Love (bottom panels) waves at 3 s (left panels), 7 s
(middle panels), and 11 s (right panels). The total number of the travel time measurements for each histogram is indicated as well.
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Following the procedure developed in Lin et al. (2009), for each common station, all available phase or group
travel times associated with the central station (Figure S4a) are used to construct a travel time map on a
0.05° × 0.05° grid (Figure S4b). The minimum curvature interpolation method (Smith & Wessel, 1990) is
used. Despite all the quality selection criteria we developed in section 3.4, to obtain smooth travel time
map, we impose additional quality control criteria to remove outlier travel times that are not consistent
with their nearby measurements. Specifically, we reject any travel time measurement that meets any of
the two following conditions: (1) The amplitude of travel time gradient at the station location is less than
0.25 s/km or larger than 2 s/km (green circles in Figure S4c). (2) While the first criterion is capable of
identifying most of the low quality data, trial and error indicates that the resulting speed maps are more
stable by further removing measurements that produce large curvature values. The curvature of travel
time field at the station location is identified as an outlier when larger than 2 times the standard deviation
computed over the entire map (≥0.07 s/km for 2.5 s and ≥0.04 s/km for 16 s; red circles in Figure S4c).
This step is necessary as the station spacing is highly irregular, and the second‐order derivative is more effec-
tive in detecting outliers when data coverage is sparse. After removing the outliers, new travel time maps are
then regenerated and phase propagation direction and local phase and group slowness can be evaluated
through equation (4a) (Figure S4d) and equation (5) at each grid point.

Unlike the Eikonal tomography performed on USArray by Lin et al. (2009), the SC seismic network used in
this study is highly irregular (Figure 1) with regions that have various distinctive station spacing configura-
tions: ~1–5 km near the major faults, ~5 km within basin areas, and ~10–30 km for other regions (e.g.,
ECSZ). Because of this uneven station distribution, it is essential to identify regions with robust and reliable
travel time interpolation and only estimate the travel time gradient within these areas. We first adopt the
criteria used in Lin et al. (2009), including truncation of regions that are within two wavelengths of the vir-
tual source location, “three out of four‐quadrant selection criterioia” with a searching radius of 50 km and
comparison of phase travel time interpolation with two different surface tension (Figures S5a and S5v).

In order to further tackle the irregular array configuration, we introduce the concept of “station configura-
tion error” and further remove regions that are highlighted by large error values. Similar to the idea of a syn-
thetic checkerboard test (Lévěque et al., 1993), which provides an estimation of the spatial resolvability for
specific data coverage, we perform synthetic tests to evaluate the station configuration error for Eikonal
tomography. First, for each virtual source, we compute the synthetic travel times for the same station con-
figuration assuming a homogeneous phase speed υsyn. Then we apply Eikonal tomography to the synthetic

travel times and obtain an estimated 2‐D phase speed map with υinvi representing the local phase speed at the
ith grid cell. The station configuration error δi at the ith grid point is defined as

δi ¼ υsyn−υinvi

�� ��=υsyn: (6)

Here we use a threshold of 0.025 to further truncate regions with poor station coverage (Figure S6c).

Figure 9 shows the resulting phase velocity maps for 7‐s Rayleigh waves using four different stations as the
virtual source. Colors and arrows represent the estimated local phase speed and propagation direction,
respectively. Patterns that match well with the surface geological feature, such as low‐velocity zones
(LVZ) in LA Basin, Salton Trough, and near faults, are consistently observed in all the maps. However, there
are also differences found between these maps. Part of these differences can be explained by azimuthal ani-
sotropy. In general, the phase velocity map based on individual effective source (Figure 9) is noisy due to
erroneous phase travel times that we are unable to remove completely using the quality selection criteria.
However, previous Eikonal tomography studies (e.g., Lin et al., 2009, 2013) showed that these errors could
be significantly suppressed through stacking. The resolution of the resulting speed maps is controlled by
the grid size and local station spacing (e.g., Figure 12 of Lin et al., 2009), suggesting a spatial resolution of
5–15 km in the center areas with dense station coverage and 15–30 km in regions on the edge.

Since a nonnegligible azimuthal anisotropy effect is observed in this region (Figure S6), to avoid biases in the
stacking process, for each location, we first weight each slowness measurement si inversely proportional to
the number (ni) of measurements that has an azimuth different from the target measurement by less
than 20°:
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s′i ¼
1
ni
si: (7)

Let normalization coefficients η ¼ ∑
N

i¼1

1
ni

and ξ ¼ ∑
N

i¼1

1
n2i
, then the weighted mean slowness, s0, and the corre-

sponding standard deviation, σs0 , are given by:

s0 ¼ 1
η
∑
N

i¼1
s′i; (8a)

σ2s0 ¼
ξ

η3−η⋅ξ
⋅ ∑

N

i¼1

1
ni

si−s0ð Þ2; (8b)

where N is the total number of slowness measurements available at the location from different virtual
sources.

4.2. Isotropic Phase and Group Speed Maps

Figures 10 and 11 show the resulting stacked isotropic phase and group speed maps for 3‐, 7‐, and 11‐s
Rayleigh waves with corresponding uncertainty distributions. The isotropic speed maps for Love waves
are shown in Figures S7 and S8. Azimuthal anisotropy can also be derived for each location at different per-
iods (e.g., Figure S6), but in this paper, we only focus on the isotropic phase and group velocities. The aniso-
tropy results will be discussed in a separated study.

The isotropic phase and group speed maps at 3 s (top left of Figures 10, 11, S7, and S8) agree well with the
surface geology. LVZ are observed at Southern Central Valley, basins (e.g., LA Basin, Ventura Basin, and
San Bernardino Basin), Salton Trough, and complex fault junctions (e.g., SGP, the Trifurcation area in

Figure 9. Eikonal phase velocity maps computed at period 7 s by using stations (a) GOR, (b) GSC, (c) IRM, and (d) OLI as
the virtual source. Azimuths of the gradient are illustrated with arrows.
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SJFZ). Higher velocities (~3 km/s) are seen in regions such as the Peninsular Ranges. The LVZ below the
basins and Salton Trough show a flower‐type structure (e.g., Zigone et al., 2015), width decreases with
depth or period. Clear velocity contrasts are found across surface traces of the major faults (e.g., SJF and
SAF). The Peninsular Ranges have the fastest velocity values of the entire map for all periods. Consistent

Figure 10. Isotropic phase velocities (a–c) and corresponding uncertainty distributions (d–f) of Rayleigh waves at 3, 7, and 11 s.

Figure 11. Same as Figure 10 for isotropic Rayleigh wave group velocity.
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with the increasing histogram peak velocity with period shown in Figure 8, faster velocities are observed for
the isotropic phase and group maps at longer periods. The obtained Rayleigh wave phase and group speed
maps are generally similar to results from previous studies (Barak et al., 2015; Roux & Ben‐Zion, 2017;
Zigone et al., 2015) in the overlapping area, with our phase and group velocities being slightly slower
beneath basins (e.g., LA basin and Ventura basin) and showing sharper velocity contrast across the SAF
southeast to the SGP at shorter periods (<7 s).

The uncertainties, calculated using equation (8b), provide an estimate of the variability in velocities derived
from different virtual sources. Larger uncertainties are observed at shorter periods. This may indicate that
the quality of isotropic speed maps is lower or the azimuthal anisotropy (e.g., Figure S6) is larger at the
shorter period compared to those at the longer period. In addition, while the spatial distribution of uncer-
tainties is similar, larger values are also observed for the group speed than the phase speed, as phase disper-
sion is intrinsically smoother and more stable than group dispersion (equation (3)). In addition, we find
larger uncertainty values at the edge of the model (e.g., south of Salton Trough, Southern Central Valley),
and this is due to a poor azimuthal and station coverage. The uncertainty distributions for Love waves
(Figures S7 and S8) show a similar pattern but with generally larger values, as both the data quality is poorer
and the depth sensitivity is larger at shallower depths (Figure S3) for Love waves than Rayleigh waves.

5. Shear Wave Velocity Inversion
5.1. Methodology

In section 4.2, 2‐D isotropic phase and group speedmaps for Rayleigh and Love waves at different periods are
derived. These period‐dependent isotropic phase and group speed maps can be used to infer the Vs structure.
In this study, we adopt the iterative 1‐D Vs inversion scheme of Herrmann (2013) to construct our final 3‐D
shear wave velocity model for the SC plate boundary region. We use the SC Community Velocity Models
CVM‐H15.1 as our reference starting model.

In each of these 1‐D Vs inversions, to avoid overshooting, we use a damping factor of 50 in the first 3 itera-
tions, and then lower it to 5 for another 20 iterations. In the process, we fix the Vp/Vs ratio and Moho depth
and use the differential smoothing constraint to prevent unrealistic (e.g., large jumps, oscillating‐like) shape
in the final inverted 1‐D Vs profile. Once the final inverted Vs profile is obtained, we correct the topography
effect by simply subtracting the elevation value from the depth of the Vs profile and assemble all the cor-
rected 1‐D Vs profiles to construct the final pseudo‐3‐D Vs model for the entire region. To evaluate the per-
formance of every 1‐D Vs inversion, we define misfit χ as

χ ¼
ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi
1
n
∑
n

i¼1
υobsi −υpredi

� �
=σobsi

h i2s
; (9)

where n is the number of input dispersion data points, υobsi and υpredi denote the input and model predicted
dispersion wave speed for the ith data point, and σobsi is the corresponding data uncertainty. A χ value less
than 1 indicates, on average, that the model predicted dispersion curves fit the input dispersion curves
within the corresponding uncertainties. Therefore, we set a threshold of 2 to reject inverted Vs profiles with
poor data fitting. In addition, we can also compute the χ value for the initial model and compare it with that
of the final model to estimate the general variance reduction.

Due to the limited period range (i.e., 2.5–16 s) of the input surface wave dispersion curves, the result of the
inverted models can be somewhat sensitive to the reference starting model used, and this sensitivity can vary
with depth. Figure 12 shows the comparison between the inverted 1‐D Vs profiles obtained using CVM‐

H15.1 and CVM‐S4.26 as the reference starting model at an example grid point near the SGP. Despite the
differences in the reference starting model, the resulting misfits from both inversions are almost the same,
and the inverted Vs profiles are also consistent between 3 and 25 km, suggesting that the inverted result
in this depth range is well constrained by our data. However, large discrepancies are observed in the top 3
km and below theMoho, suggesting that the Vs values are not well constrained beyond the 3‐ to 25‐km depth
range and thus are heavily biased by the initial model. In order to further quantify how the inverted Vs
values are constrained at different depths, we use an improved Neighborhood Algorithm (NA) developed
by Wathelet (2008) to assess the nonuniqueness of the 1‐D Vs inversion. By exploring the physical
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parameter space (i.e., layer thickness, Vp, Vs, and density), the NA method can find a collective of models
that fits the dispersion data within a given misfit range (e.g., Sambridge, 1999). Here we use the variability
of all these Vs models as a function of depth to infer the uncertainty.

Figure 13 shows an example of such exploration using NA at an example grid cell in the SGP. In the example,
we parameterize the 1‐D model with seven layers (six layers with linearly increasing Vs and flexible thick-
ness + a bottom half space). After 200 iterations with 40,200 models being tested, we then select the series
of 1‐D Vs profiles with misfits less than 1.5 times the lowest misfit of all models. The surviving 1‐D Vs profiles
are shown as the gray shaded area in Figure 12 and the uncertainties at each depth can be estimated as the
corresponding width of the gray shaded area. Consistent with what we observed in the comparison between
inverted results using different initial models (Figure 12a), the uncertainty showsmuch larger values at shal-
low depth (i.e., top 3 km) and below 25 km. Consistent observations are seen at several other grid points that
are located at some of the representative geologic provinces (Figure S9); thus, in later sections, we only focus
our discussions on the depth range of 3–25 km. For the Vs structures in the top 3 km, one can defer to either
the Vsmodel presented in Berg et al. (2018), in which shallow structure is better constrained by H/V ratio, or
the geotechnical layer added in the CVM‐H15.1 or CVM‐S4.26.

Figure 12. (a) Illustration of the iterative 1‐D Vs inversion of Herrmann (2013) at an example grid cell in San Gorgonio
Pass located at −117°, 34°. The left panels show the comparison between the Rayleigh wave group (in blue) and phase
(in red) velocity dispersion measurements (solid circles) and the best fitting results (solid curves). The error bar indicates
the uncertainty estimated from Eikonal tomography (equation (8b)). Rayleigh wave dispersion curves of the initial
model are also displayed as dashed curves. The χ misfit values for both the initial and best fitting 1‐D Vs profiles are
indicated at the top left corner. The black and red curves in the right panel denote the initial (CVM‐H15.1) and best fitting
1‐D Vs models. An estimation of nonuniquness of the 1‐D inversion is illustruated by the gray shaded area given by
Figure 13d. The depth‐dependent width of the gray shaded area is indicative of the inversion uncertainty and shown as the
gray curve. (b) Same as (a) for using CVM‐S4.26 as the initial model. The blue curve in the right panel represents the best
fitting 1‐D Vs profile obtained in (a).
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As the Vs depth sensitivity kernels for Rayleigh wave dispersions are different from those of Love wave dis-
persions (Figure S3), joint inversion of both Rayleigh and Love wave dispersion curves could imply stronger
constraint in the Vs inversion. However, Rayleigh and Love wave velocity dispersions are sensitive to differ-
ent Vs structures, VSV, and VSH, respectively. Thus, following Zigone et al. (2015), we only perform the Vs
inversion separately for Rayleigh and Love waves to account for differences both in data quality and (appar-
ent) radial anisotropy (Figure S10). Considering that the quality of the isotropic Rayleigh wave phase and
group speedmaps is much higher than those for Love waves, we only focus on the discussion of the Vsmodel
from jointly inverting the Rayleigh wave phase and group dispersion curves, while the Vs model derived
from Love wave data can be found in the supporting information.

5.2. The 3‐D Shear Wave Velocity Model

Figure 14 summarizes results associated with the linearized 1‐D Vs joint inversions using Rayleigh wave
phase and group dispersion curves. The misfit corresponding to the CVM‐H15.1 (Figure 14a) and CVM‐

S4.26 (Figure 14c) suggests that the surface wave dispersions predicted by the initial models are, in general,
inconsistent (i.e., large χ values) with the final results obtained from the Eikonal tomography (Figures 14b
and 14d). The misfit distribution for the final inverted Vs models is similar regardless of which initial

Figure 13. Illustration of Neighborhood Algorithm (Wathelet, 2008) inversion results. The 1‐D Vp and Vs profiles
explored in the inversion are colored according to their misfit, and those with misfit values less than 1.46 are shown in
(a) and (b). The corresponding group and phase velocity dispersion curves are displayed in (c) and (d). Models with misfit
larger than 1.5 times the minimum misfit value (i.e., 0.41) are discarded, and the minimum and maximum of all the
acceptable 1‐D Vs profiles at different depth depict the gray shaded area shown in Figure 12.
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model is used. We prefer the final Vs model inverted using CVM‐H15.1 as the initial model since (1)
topography is considered in CVM‐H15.1 but ignored in CVM‐S4.26, (2) the misfit histogram suggests a
slightly smaller χ value (red and blue stars in Figure 14) for CVM‐H15.1 than CVM‐S4.26, and (3) also,
the 1‐D Vs profiles of CVM‐H15.1 are generally simpler than those of CVM‐S4.26 (e.g., Figure 12).

Map views of the final Vsmodel and differences from the initial model CVM‐H15.1 at depths of 3, 5, 7, 10, 15,
and 20 km are shown in Figures 15–17. Since the Vs inversion is performed at each individual grid node, the
lateral resolution of the resulting Vsmaps is comparable to those of the surface wave speed maps estimated
in section 4.1 (i.e., 5–15 km near the center and 15–30 km near the edge). The largest differences are observed
underneath basins, such as the Salton Trough, and part of ECSZ for depth between 3 and 10 km. This is con-
sistent with the fact that the χmisfit values are significantly reduced in these regions (Figure S11). In general,
we observe the following prominent features:

(1) The Southern Central Valley is characterized by LVZ, and it changes rapidly to high velocity Sierra
Nevada foothills. This is consistent with the surface geology and previous tomographic imaging results
(e.g., Berg et al., 2018; Lee et al., 2014; Tape et al., 2010).

(2) The Ventura and LA Basins are well confined and highlighted by the slowest velocities of the entire
map in the top 3–7 km.

(3) A LVZ is observed within the junction southeast to SGP between SJF and SAF.
(4) Clear LVZ with a width of ~20 km is observed centered on the section of SAF southeast of the SGP

(Figure 17). This is consistent with results obtained by Share et al. (2019). Different from the initial
model (Figure S12), this LVZ likely reflecting fault damage is still clearly observed up to a depth of 5
km. A LVZ is also observed around the SJF in the top 5 km.

Figure 14. Histograms of probability (in gray) and cumulative (blue curve) density distributions for χ misfit. (a) χ misfit
values computed for CVM‐H15.1 following equation (9) for all available grid cells. (b) Same as (a) for the best fitting Vs
model using CVM‐H15.1 as the initial model. (c) Same as (a) for CVM‐S4.26. (d) Same as (a) for the besting fitting Vsmodel
using CVM‐S4.26 as the initial model. The corresponding spatial distributions of the χ misfit values are shown in
Figure S11. The red and blue stars denote the percentage of grid cells with χmisfit less than 1 and 2, respectively. Different
χ misfit ranges are used in (a), (c) and (b), (d) due to an overall difference in distribution.
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Figure 15. Left panels show map view of the final inverted Vs model at 3 km (top), 5 km (middle), and 7 km (bottom) depths. The Vs model within the black box
(top left panel) is displayed using a narrower color palette in Figure 17. Model CVM‐H15.1 is used as the initial model here, and the right panels illustrate the
differences in Vs between the final and initial Vs models at 3‐, 5‐, and 7‐km depths. See Figure S12 for corresponding Vs maps of the initial model.
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Figure 16. Same as Figure 15 at depths of 10 km (top), 15 km (middle), and 20 km (bottom).
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Figure 17. Zoom in of Vsmaps for regions near San Jacinto Fault and San Andreas Fault (black box in left top panel of Figure 15) at depths 3 km (top left), 5 km
(middle left), 7 km (bottom left), 10 km (top right), 15 km (middle right), and 20 km (bottom right). The white ellipses outline the major features (i.e., low‐velocity
anomaly and velocity contrast) that are more prominent in the final Vs model than the initial model.
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(5) We observe a clear north‐south oriented fast velocity block that cuts through the SGP at 5‐ and 7‐km
depths, leading to a flipping of the velocity contrast polarity across the fast velocity anomaly. This
agrees well with the observation of velocity contrast reversal across the SAF northwest and southeast
of the SGP (Share & Ben‐Zion, 2016),

(6) The Vs around the ECSZ is much slower after the inversion, particularly for the region north to SGP for
depths from 5 to 10 km (Figure 17), which corresponds well with the area that has large damage
volume in Ben‐Zion and Zaliapin (2019).

(7) The Salton Trough is imaged with a well‐defined shape of LVZ extended to depth 7 km in our final Vs
model. Compared to the initial model, the velocities are much slower (~0.3 km/s) in the top 3–7 km.

(8) Different from the initial model, a clear shift in the velocity contrast interface location is observed by
comparing Vs at 10 and 15 km for our final Vsmodel at the south SAF (Figure 17), indicating a north-
east dipping fault plane.

(9) The highest velocities are observed in the Peninsular Ranges, and a sharp velocity contrast fromwest to
east at greater depth (7–15 km; white vertical line in Figure 17) that corresponds to the Hemet stepover
(Marliyani et al., 2013) is observed much clearly in the final model.

(10) Velocity contrasts across major faults (e.g., SAF and SJF) previously imaged in other tomography (e.g.,
Fang et al., 2016; Share et al., 2019) and fault zone head wave studies (Share & Ben‐Zion, 2016, 2018)
are observed clearly in the final Vs model.

Figure 18 presents Vs profiles for six cross sections crossing the SAF at different locations from the north
(AA′) to south (FF′). In each profile, Vs structures between 3 and 20 km are displayed. These cross
sections show the following features:

(1) The LA basin is deeper, with a maximum depth of ~10 km and larger in our final Vs model than the
initial model. This is consistent with the LA basin inferred from the geology‐based velocity model of
Magistrale et al. (1996), which has an average depth of ~5 km and maximum depth of 10 km.

(2) Beneath the LA basin, there is a low‐velocity fault plane‐like block dipping toward the northeast.
(3) The SJF is identified as a near‐vertical‐dipping fault in DD′ centered on a localized LVZ.
(4) Pronounced deep (15–20 km) low‐velocity body is found beneath SGP, which is likely linked to large

damage volume indicated in the study of Ben‐Zion and Zaliapin (2019).

Figure 18. Cross sections of the final inverted Vsmodel at locations indicated as blue lines in Figure 1. Localities of major faults, basins, and geomorphic provinces
are labeled on the top topography curve. The red dashed lines beneath LA basin at profile CC′ denote a linear low‐velocity zone that is likely associated with
the Puente Hills blind thrust system (Shaw et al., 2002). In addition, a deep low‐velocity anomaly outlined by the black dashed circle at profile DD′may be related to
the large damage volume estimated in Ben‐Zion and Zaliapin (2019). The black dashed lines at cross sections DD′, EE′, and FF′ denote the potential fault planes of
SAF or SJF. See Figure S13 for corresponding cross sections of the initial model (CVM‐H) and the perturbations. SAF = San Andreas Fault; EF = Elsinore
Fault; SJF = San Jacinto Fault; GF = Garlock Fault; LA = Los Angeles; ECSZ = Eastern California Shear Zone.
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(5) The south SAF is found to be a localized fault associated with a velocity contrast interface and dipping to
the northwest.

(6) Localized LVZ with much slower (~0.2–0.3 km/s) velocities extend to 7 km beneath the ECSZ. These
features are seen much more clearly in our final Vs model compared to the CVM‐H15.1 (Figure S13).

6. Discussion and Conclusions

We obtain 3‐D tomographic images of S wave velocities with a grid size of 0.05° in the SC plate boundary
region using Eikonal tomography (Lin et al., 2009; section 4) and 1‐D linearized Vs inversion scheme
(Herrmann, 2013; section 5). The study employed 1 year of continuous seismic data recorded on more than
300 stations in SC. The preprocessing steps discussed in Zigone et al. (2015) are first utilized to compute reli-
able daily ANC for every station pair throughout the year (section 2) and then phase and group travel time
dispersion relations are extracted automatically from the surface waves reconstructed from all the 1‐year
stacked cross‐correlation function (section 3). The Eikonal tomography allows for rapid derivation of statis-
tically robust and reliable isotropic Rayleigh and Love wave phase and group velocities between 2.5 and 16 s.
The final 3‐D Vsmodel, with resolutions of 5–15 km in the center and 15–30 km near the edge, is inferred by
jointly inverting the resulting isotropic phase and group dispersion curves through a series of 1‐D linearized
Vs inversions at all the grid points.

The study incorporates the following methodological improvements:

(1) An automatic surface wave dispersion‐picking algorithm based on frequency‐time analysis is developed.
To maximize the number of measurements at shorter periods (e.g.,≤3 s) while simultaneously minimiz-
ing false detections, we perform the automatic picking procedure not only on the symmetric signals but
also on both the positive and negative time lags of the correlations. Comparisons between results
obtained from different components of the correlation functions help filter out erroneousmeasurements
identified through inconsistency.

(2) The determination of phase travel time dispersion picking employs model‐predicted travel time disper-
sion curve from the CVM‐S4.26 to avoid cycle skipping (N in equation (2)).

(3) The group travel time dispersion picked using the method of several earlier studies (e.g., Barak et al.,
2015; Zigone et al., 2015) is found to be sensitive to noise and has larger uncertainty. We therefore derive
group travel time dispersion using the obtained phase travel time dispersion following equation (3),
which improves the accuracy of the measurements (Figures 6d and 7a).

(4) In addition to the quality control criteria developed in Lin et al. (2009), we introduce station
configuration error to identify regions that have unreliable gradient estimates due to poor data coverage
(section 4.1 Figure S5). This further improves the quality of the final stacked velocities.

(5) We use both the phase and group dispersion curves to invert for Vs structures, which yields better inver-
sion results (section 5.1).

(6) The resolvability of the iterative 1‐D Vs inversion is determined typically qualitatively using depth sen-
sitivity kernels of surface wave velocity (Figure S3; e.g., Zigone et al., 2015). Here we use a NA (Wathelet,
2008; Zigone et al., 2019) to evaluate the nonuniqueness of the inversion quantitatively. The resulting
uncertainties show small values at the depth range of ~3–25 km, at which the Vs profiles inverted using
different initial models are consistent. This suggests that although Rayleigh wave group velocities at 3 s
have sufficient sensitivity and can constrain the Vs structures in the top 3 km (e.g., Barak et al., 2015;
Zigone et al., 2015), the Vs values in the top 3 km from such 1‐D inversion are nonunique and likely
be biased by the initial model.

The resulting tomographic model of Vs using Rayleigh wave data is consistent overall with previous infer-
ences on the large‐scale velocity structure in SC (e.g., Allam et al., 2012; Barak et al., 2015; Berg et al.,
2018; Fang et al., 2016; Lee et al., 2014; Share et al., 2019; Tape et al., 2010; Zigone et al., 2015). However,
we find a large discrepancy between the surface wave dispersions obtained in this study and those predicted
by the SCEC community velocity models, particularly for regions inside the basins and around fault zones
(Figures S11 and S15). The surface wave imaging results derived in the current study provide likely better
results on these structural features owing to the denser data and methodology improvements included in
the current study. In addition, we observed several important features not included in the initial models
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including a reversed polarity of the velocity contrast across the segments of SAF that are southeast and
northwest to the SGP and a northeast dipping SAF southeast to the SGP.

Comparisons between our model results and the distribution of rock damage estimated in Ben‐Zion and
Zaliapin (2019) from the background seismicity yield a good correlation between the LVZ and large esti-
mated damage volumes in the ECSZ (Figure 17) and at depths of ~15–20 km beneath the SGP (DD′ of
Figure 18). The low‐velocity anomalies in the ECSZ seem to coincide with the rupture zones of the M6.1
Joshua Tree, M7.3 Landers, and M6.3 Big Bear earthquakes that happened in 1992. The large damage
volume beneath the SGP may be related (Lyakhovsky & Ben‐Zion, 2009) to a significant change in Moho
geometry below the South‐Central Transverse Ranges (Ozakin & Ben‐Zion, 2015; Zhu & Kanamori, 2000).

Compared to the initial models, our final Vs model better characterizes the fault zones in the upper crust,
which are illuminated by LVZ centered on the fault surface traces in the top 3–7 km. Interestingly, the
LVZ underneath the SJF is less significant compared to initial models, particularly beneath the trifurcation
area, suggesting that the area may not be as localized as the south SAF. In addition, we observe a low‐
velocity strip beneath the LA basin dipping northward to ~15‐km depth with an angle of ~30° (CC′ of
Figure 18). The estimated surface location, dipping direction and angle, and depth range of the low‐velocity
strip coincide with features of the Puente Hills blind thrust system imaged by Shaw et al. (2002). The esti-
mated ~3–5% velocity reduction of the low‐velocity strip compared to the surrounding structures (CC′ of
Figure 18) is consistent with the fact that the Puente Hills blind thrust system is capable of generating
Mw6.0+ earthquake (Shaw et al., 2002).

The results from noise‐based Eikonal tomography significantly improve the fitting of the Rayleigh wave dis-
persion measurements (Figure 14) by updating the Vs structures in the top 3–20 km for the SC plate bound-
ary region, particularly near fault surface traces. To obtain reliable Vs structures in the top 3 km, either
surface wave velocity dispersion at higher frequencies (e.g., >1 Hz; Lin et al., 2013) or joint inversion with
other types of measurements such as Rayleigh wave H/V ratio (e.g., Berg et al., 2018) is required. Our new
model shows more detailed features in the upper crust (section 5.2) than the initial models; however, the
results should be validated by comparing synthetic waveforms using this model to ANC or recordings of
local earthquakes (e.g., Fang et al., 2016; Ma et al., 2008; Taborda et al., 2016). In addition, the final 3‐D velo-
city model is constructed based on a two‐step inversion scheme and the assumption that the amplitude field
is sufficiently smooth. This implies that the model may not perform well in explaining earthquake wave-
forms recorded around and inside basins, which can potentially be improved by using the Helmholtz
tomography (equation (4b)).

The final Vs model using Love wave data is shown in Figures S14–S19. Consistent features in the Vs struc-
tures are observed, including as misfit histogram and distribution (Figures S14 and S15), localized LVZ in
the top 5 km related to fault damage (Figure S16), fault‐like structure with a dipping angle of ~30° beneath
LA basin, and prominent low‐velocity body located between 15‐ and 20‐km depth beneath SGP (Figure S17).
Some discrepancies are found between the derived Vs models from Rayleigh and Love waves, such as the
observation of dipping SAF is clear in the Rayleigh wave results (EE′ and FF′ in Figure 18) but not in those
of Love waves (Figure S18). These differences appear to be quite large particularly below 7 km. Since a non-
negligible ray bending is observed in the surface wave propagation (e.g., Figure 9), the transverse component
of the ANC is no longer normal to the interstation path; a correction in the TT tensor rotation may result in a
smaller discrepancy between results using Rayleigh and Love waves. The observed differences between ima-
ging results using data from Rayleigh and Love waves suggest the existence of significant apparent radial
anisotropy, whichmay be caused by transverse isotropy (e.g., Moschetti et al., 2010a) or 3‐D structural effects
(e.g., Levshin & Ratnikova, 1984). The radial and 2‐psi azimuthal anisotropy can provide additional informa-
tion on crustal properties (e.g., Lin & Ritzwoller, 2011; Moschetti et al., 2010b) in the study region and will be
the subject of a future study.
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