Midcrustal Deformation in the Central Andes Constrained by Radial Anisotropy
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Abstract The Central Andes are characterized by one of the largest orogenic plateaus worldwide. As a result, they are home to some of the thickest continental crust observed today (up to ~75-km thick). Understanding the response of the crust to such overthickening provides insights into the ductile behavior of the midcrust and lower crust. One of the best tools for examining crustal-scale features is ambient noise tomography, which takes advantage of the ambient noise wavefield to sample crustal depths in great detail. We extract Love and Rayleigh wave phase velocities from ambient noise data to invert for $V_{sh}$, $V_{sv}$, and radial anisotropy throughout the Central Andes. We capture detailed crustal structure, including pronounced along-strike isotropic velocity heterogeneity and substantial (up to 10%) radial anisotropy that varies with depth. This crustal anisotropy may have several origins, but throughout the majority of the Central Andes, particularly beneath the Altiplano, we interpret radial anisotropy as the result of mineral alignment due to ductile crustal deformation. Only in the strongly volcanic Altiplano-Puna Volcanic Complex is radial anisotropy likely caused by magmatic intrusions.

1. Introduction

The Central Andes, spanning parts of Peru, Bolivia, Argentina, and Chile, were formed as an orogenic mountain belt due to the subduction of the Nazca oceanic plate beneath continental South America (e.g., Allmendinger et al., 1997; Isacks, 1988). Subduction along the South American plate boundary varies laterally, with regions of normal (e.g., southern Peru and northern Chile) and flat-slab (e.g., central Peru and southern Chile) subduction. These variations in slab dip angle have led to different styles of crustal deformation in the overriding South American plate (e.g., Cahill & Isacks, 1992; Kley et al., 1999). This is exemplified by the presence of the Central Andean Plateau (CAP) and the Bolivian Orocline, which were caused by extreme crustal shortening (see reviews by Garzione et al., 2017; Gotberg et al., 2010).

The CAP, composed of the Altiplano and Puna plateaus, lies between two regions of flat-slab subduction and is bounded by the Eastern and Western Cordilleras (Figure 1). The CAP represents the second largest orogenic plateau on the planet with an average elevation >3 km spanning an area ~1,800 km long by ~400 km wide. In addition to high topography, the CAP is characterized by crustal thicknesses of up to ~75 km (e.g., Assumpção et al., 2013; Beck et al., 1996; Heit et al., 2014; Mamani et al., 2010; Ryan et al., 2016; Yuan et al., 2000). An important factor in the formation of the CAP is the westward migration of the South American plate boundary resulting in substantial crustal shortening (potentially greater than 300 km; Garzione et al., 2017). Significant shortening along the margin, however, is not ubiquitous. It is locally focused near the Bolivian Orocline, with less shortening of the overriding plate to the north and south of the CAP. There has been a concerted effort to understand the response of the midcrust and lower crust to large crustal thicknesses resulting from tectonic shortening (e.g., Beaumont et al., 2001, 2006; Chen et al., 2016; Cheng et al., 2013; Guo et al., 2012; Guo et al., 2016; Huang et al., 2010; Ling et al., 2017; Luo et al., 2013; Moschetti et al., 2010; Ojo et al., 2017; Pawlak et al., 2012; Royden et al., 1997; Shapiro et al., 2004; Shirzad et al., 2017; Shirzad & Shomali, 2014; Xie et al., 2013). In the Andes, numerous studies have suggested north–south crustal flow away from the regions with highest estimated shortening, near the Bolivian Orocline, to regions with less shortening (Eichelberger et al., 2015; Gerbault et al., 2005; Hindle et al., 2005; Husson & Sempere, 2003; Kley & Monaldi, 1998; McQuarrie et al., 2005; Oncken et al., 2006; Ouimet & Cook, 2010; Schepers et al., 2017; Yang et al., 2003).
Most studies aimed at midcrustal to lower crustal flow have focused on the Tibetan plateau. The Tibetan plateau is characterized by crustal thicknesses similar to those beneath the CAP (70–80-km thick; Fielding et al., 1994) making it an excellent analog for the Central Andes. Extensive geophysical (e.g., Chen et al., 2016; Guo et al., 2012; Huang et al., 2010; Shapiro et al., 2004; Shen et al., 2005; Xie et al., 2013) and geological (e.g., Clark & Royden, 2000; Wang & Burchfiel, 2000) studies across the Tibetan plateau have aimed to understand the response of the crust to the high plateau topography. These studies all suggest the presence of ductile deformation of the midcrust to lower crust. What remains unclear is whether the crustal behavior of the Tibetan plateau is unique or is broadly applicable to other orogenic systems with similarly thick crust, such as the CAP.

Crustal flow beneath the Tibetan plateau manifests in distinct surface and geophysical observables such as shallow topographic gradients where crustal material is escaping (e.g., Clark & Royden, 2000; Royden et al., 1997) and the development of strong positive radial anisotropy in the deforming crust (e.g., Chen et al., 2016; Guo et al., 2012; Huang et al., 2010; Shapiro et al., 2004; Shen et al., 2005; Xie et al., 2013) and geological (e.g., Clark & Royden, 2000; Wang & Burchfiel, 2000) studies across the Tibetan plateau have aimed to understand the response of the crust to the high plateau topography. These studies all suggest the presence of ductile deformation of the midcrust to lower crust. What remains unclear is whether the crustal behavior of the Tibetan plateau is unique or is broadly applicable to other orogenic systems with similarly thick crust, such as the CAP.

Crustal flow beneath the Tibetan plateau manifests in distinct surface and geophysical observables such as shallow topographic gradients where crustal material is escaping (e.g., Clark & Royden, 2000; Royden et al., 1997) and the development of strong positive radial anisotropy in the deforming crust (e.g., Chen et al., 2016; Guo et al., 2012; Huang et al., 2010; Shapiro et al., 2004; Xie et al., 2013). There are no readily apparent surface structures associated with the CAP indicating ductile crustal deformation except the relatively flat topography of the Altiplano. With the amount of shortening experienced by the South American crust, however, there must be a mechanism for the escape of crustal material (e.g., Garzione et al., 2017). Deformational events in the South American crust, therefore, can best be inferred through observations of seismic anisotropy.

Radial anisotropy refers to cases where (relative to the propagation direction of surface waves) vertically ($V_{sv}$) and horizontally ($V_{sh}$) polarized shear waves have different velocities (e.g., Bensen et al., 2009; Moschetti et al., 2010). Radial anisotropy develops in the crust though the alignment of anisotropic minerals via deformation, aligned cracks and structures, and/or layered structures (Figure 2; e.g., Crampin, 1981, 1984, 1987; Crampin & Lovell, 1991; Leary et al., 1990; Mainprice & Nicolas, 1989; Shapiro et al., 2004; Meissner et al., 2006; Moschetti et al., 2010). The most important radially anisotropic minerals in the crust are micas, which are strongly anisotropic and when deformed will rotate within the deformation geometry such that the seismically slow orientation aligns orthogonally to the orientation of deformation (e.g., Lloyd et al., 2009; Tatham et al., 2008).
In regions of substantial melt, radial anisotropy can develop due to the horizontal (or vertical) alignment of melt lenses or storage structures (e.g., Kawakatsu et al., 2009; Takeuchi et al., 1968). In such cases, the elastic properties of the melt and the surrounding material are sufficiently different to result in a shape-preferred radial anisotropy where the seismically slow orientation aligns orthogonally to the alignment of the melt pockets (which themselves are aligned perpendicular to \(\sigma_3\)). Gaining constraints on radial anisotropy from crustal shear velocities, therefore, allows us to make inferences about structures and/or deformation in the middle to lower crust.

Ambient noise tomography (ANT) can be used to extract empirical Green’s functions (EGFs) of both Rayleigh and Love waves to invert for shear velocity (e.g., Bensen et al., 2008; Lin et al., 2008). Ambient noise data provides constraints at short periods allowing crustal-scale resolution. Inverting both Rayleigh and Love phase velocities for shear velocity gives us constraints on \(V_{sv}\), \(V_{sh}\), and radial anisotropy (RA; here defined as \(RA = (V_{sh}/V_{sv})-1)\times100\)). Here we present ANT results from Love and Rayleigh wave EGFs across the Central Andes. We invert for \(V_{sh}\), \(V_{sv}\), and radial anisotropy throughout our study area (Figure 1).

### 2. Background

#### 2.1. Geologic Setting

The Central Andes are composed of several major morphotectonic provinces including: the fore-arc region (FA), the Eastern Cordillera (EC), the Western Cordillera (WC), the Altiplano plateau (AP), the Puna plateau (PN), the Sub-Andes (SA), the Los Frailes Volcanic Complex (LF), and the Altiplano-Puna Volcanic Complex (APVC; Figure 1). The entire region owes its formation to the convergence of the Nazca and South American plates at a rate of ~60–80 mm/year (e.g., Allmendinger et al., 1997; Isacks, 1988; Kendrick et al., 2001; Lamb & Hoke, 1997; Lynner et al., 2017). In the CAP region, a significant portion of the convergence has been accommodated by deformation of the western margin of the overriding South American plate (~15 mm/year; Norabuena et al., 1998). The increased shortening of the crust has led to the formation of the Bolivian Orocline and to the high topography and associated large crustal thicknesses (in excess of ~70 km; Tassara & Echaurren, 2012) of the Altiplano and Puna plateaus.

The forearc region of the Central Andes runs from the trench to the Western Cordillera, which represents the modern active volcanic arc (~150–200 km inland from the coast). The width of the Western Cordillera is highly variable along strike; narrow near the Bolivian Orocline, and wide north and south of the Altiplano. The Eastern Cordillera represents an inactive fold and thrust belt with some Triassic and Miocene intrusions. The Eastern Cordillera experienced significant crustal shortening before the deformation front moved eastward into the Sub-Andes roughly 10 Ma (Echavarria et al., 2003; Gubbels et al., 1993; Horton & DeCelles, 1997). Between the Eastern and Western Cordilleras lie the Altiplano and Puna plateaus (comprising the CAP). Both exhibit high topography (>3 km) and large crustal thicknesses (up to ~75 km; e.g., Assumpção et al., 2013; Beck et al., 1996; Mamani et al., 2010; Ryan et al., 2016). The Puna is ~1 km higher, has more surface relief, and more widespread volcanism than the Altiplano (Figure 1). Today, both plateaus are experiencing little to no deformation. While much remains uncertain about the deformation histories and fault geometries at depth beneath the Altiplano and Puna plateaus, crustal thicknesses beneath the CAP suggest that significant shortening must have occurred.
Between the Altiplano and Puna plateaus (at the confluence of the Bolivian, Chilean, and Argentinean borders) lies the APVC, which sits at an average elevation higher than 4 km (Figure 1). The APVC is characterized by dominantly calc-alkaline ignimbrites (e.g., De Silva, 1989; Salisbury et al., 2010). Material associated with the volcanic complex is remarkably chemically homogeneous while being distributed over an area of ~70,000 km² (De Silva et al., 2006). Eruptions associated with the APVC began ~11 Ma, peaked ~4 Ma, and have subsequently subsided to background levels (Salisbury et al., 2010). Magmas in the region are derived from both mantle and crustal sources suggesting mixing and residence in the crust (Kay et al., 2010; Schilling et al., 2006). Seismic work has suggested the primary magma body of the APVC is centered at ~15-km depth (Chmielowski et al., 1999; Ward et al., 2013; Zandt et al., 2003) and represents a very large magma body with a volume of >500,000 km³ (Ward et al., 2014).

### 2.2. Radial Anisotropy

Radial seismic anisotropy refers to cases where horizontally ($V_{sh}$) and vertically ($V_{sv}$) polarized shear waves (relative to propagation direction) travel at different velocities (e.g., Bensen et al., 2009; Moschetti et al., 2010). In the crust, positive radial anisotropy ($V_{sh} > V_{sv}$) is typically interpreted as reflecting horizontally aligned structures (cracks or layers) or the horizontal alignment of crystalline axes of anisotropic minerals, such as micas, while negative radial anisotropy ($V_{sv} > V_{sh}$) is generally interpreted as vertical structures or mineral alignment (e.g., Crampin, 1981, 1984, 1987; Crampin & Lovell, 1991; Leary et al., 1990; Mainprice & Nicolas, 1989; Meissner et al., 2006; Shapiro et al., 2004). Anisotropy is seismically observable when the alignment of structures or mineral axes is pervasive and has a broadly organized orientation (e.g., Moschetti et al., 2010). We measure radial anisotropy in the crust through the determination of shear velocities from Rayleigh (sensitive to $V_{sv}$) and Love (sensitive to $V_{sh}$) waves (e.g., Bensen et al., 2009; Chen et al., 2016; Cheng et al., 2013; Guo et al., 2012, 2016; Huang et al., 2010; Ling et al., 2017; Luo et al., 2013; Moschetti et al., 2010; Ojo et al., 2017; Pawlak et al., 2012; Shapiro et al., 2004; Shirzad et al., 2017; Shirzad & Shomali, 2014; Xie et al., 2013). By inverting both phases, we constrain radial anisotropy at depths with overlapping sensitivity.

Radial anisotropy in the crust has several possible causes, such as the shape-preferred orientation (SPO) of melt lenses, faults, and/or other structures or the crystallographic-preferred orientation (CPO) of anisotropic minerals (Figure 2). SPO anisotropy arises when layers with different elastic properties become aligned (see Karato, 2012). This may be due to sedimentary layering, structural features such as faults or folds, or magmatic intrusions such as dykes and/or sills or melt lenses. SPO anisotropy derived from magmatic sources is typically stronger than other CPO anisotropy as the elastic contrast between crustal material and melts is very high (e.g., Holtzman et al., 2003; Karato, 2012). Since melts do not support shear stresses, melt-related anisotropy impacts $V_{sh}$ and $V_{sv}$ very differently. In the case of horizontally aligned melt lenses or sills, $V_{sv}$ will be reduced more severely than $V_{sh}$ (e.g., Kawakatsu et al., 2009; Takeuchi et al., 1968).

Radial anisotropy in the crust is typically interpreted, however, as deformation-induced CPO of anisotropic minerals, not SPO of structures (e.g., Moschetti et al., 2010). While volumetrically small in the crust, micas are the most important anisotropic minerals (e.g., Lloyd et al., 2009; Tatham et al., 2008). Quartz and other volumetrically dominant crustal minerals are isotropic to weakly anisotropic or do not deform in such a way as to produce strong radial anisotropy (Lloyd et al., 2009; Mahan, 2006; Nishizawa & Yoshino, 2001; Ward et al., 2012). When deformed, micas tend to align such that the seismically slow axis orients orthogonally to the deformation direction. This results in fast seismic velocities in the plane that parallels the orientation of flow. In the case of horizontal deformation in the crust, mica alignment would produce fast seismic velocities in the horizontal plane, resulting in positive radial anisotropy ($V_{sh} > V_{sv}$) for horizontally propagating surface waves.

### 3. Data and Methods

The cross correlation of ambient noise data between seismic stations can be used to calculate EGFs of Rayleigh and Love waves traveling between the sites (e.g., Bensen et al., 2008; Lin et al., 2008). Extracting surface wave dispersion relationships from noise-generated EGFs and inverting for phase velocities is referred to as ambient noise tomography. ANT is a useful tool for interrogating crustal-scale shear velocities and anisotropic structures because it is sensitive to shorter periods (between 8 s and 40 s) that travel predominantly in the crust (Figure S1 in the supporting information). Because the ambient noise wavefield acts upon every...
contemporaneously operating seismic station, we can treat each station as both a virtual source and a receiver resulting in very dense ray coverage in the Central Andes (Figures 3 and S2).

We use data from all running seismic stations operating in our study area between 1994 and 2016 (Figure 1). Our data set includes data from 14 networks and 206 seismic stations. We follow the methodologies of Bensen et al. (2008) and Lin et al. (2008). We segment vertical, east, and north component waveforms into daylong intervals. The waveforms are initially downsampled to one sample per second, demeaned, detrended, corrected for station response, tapered, and whitened. A running-absolute-mean temporal normalization is then applied to each daylong segment to remove earthquake-generated sources. This ensures that EGFs carry only noise-generated Rayleigh and Love wave signals. The segments are then cross-correlated for all potential station pairs and are stacked to produce EGFs (Figure 3). For each station pair, nine cross correlations are produced. All components at both stations are cross-correlated (Z-vertical, N-north, E-east; ZZ, ZN, ZE, EE, EN, EZ, NN, NE, and NZ). We then rotate the horizontal component cross correlations into interstation orientations producing radial and transverse component cross correlations. Both vertical-vertical (ZZ) and radial-radial (RR) component EGFs provide constraints on Rayleigh wave velocities, and the transverse-transverse (TT) component EGFs reflect primarily Love waves with only a minute sensitivity to Rayleigh waves, which we consider here to be negligible.

We employ traditional frequency-time analysis (e.g., Levshin et al., 1992) to the EGFs and measure Rayleigh and Love wave phase velocities for the appropriate cross correlations. We calculate phase velocities at periods between 8 and 40 s. We retain dispersion values from EGFs with signal-to-noise ratios (SNRs) greater than 10, and we reject those resulting from station pairs with interstation path lengths less than two wavelengths in order to avoid the overlapping of surface wave energy with precursory arrivals and to satisfy the far-field approximation. Luo et al. (2015) demonstrated that dispersion results from interstation distances greater than one wavelength are reliable, and many subsequent studies have used interstation path lengths less than three wavelengths to great success (e.g., Jiang et al., 2016; Lynner & Porritt, 2017; Ojo et al., 2017; Porritt et al., 2016). From the calculated ZZ, RR, and TT phase velocities, we invert for regional phase velocity maps for each period on a 0.1° by 0.1° grid following Barmin et al. (2001) as shown in Figures 4 and S3–S5 (using regularization parameters $\alpha = 600$ and $\beta = 200$ with a correlation length of $\gamma = 200$; see Barmin et al., 2001 for an in depth description of the inversion parameters). We tested several combinations of inversion parameters and found these to produces the best results. We then separately invert for shear velocities ($V_{sv}$ from ZZ components and $V_{sh}$ from TT components) and radial anisotropy using the results of the phase velocity inversions (Herrmann, 2013). Because both RR and ZZ component cross correlations provide constraints on Rayleigh wave phase velocities, we use the ZZ component-derived phase velocities for final reporting of $V_{sv}$ and radial anisotropy. The ZZ cross correlations are generally higher amplitude than RR and thus have better SNRs. Using ZZ over RR cross correlations results in a greater number of interstation paths that pass the quality control steps above (Figure S2).

Shear velocity inversions (Herrmann, 2013) are parameterized using 2-km-thick layers in the upper 50 km of model, 5-km-thick layers from 50 km to 100 km depth, and 10-km-thick layers below 100 km. We invert for $V_{sh}$ and $V_{sv}$ separately using identical starting models and inversion parameters. Our initial model is set to AK135 (Kennett et al., 1995) below 100 km and 4.5 km/s in the upper 100 km without an artificial jump at the Moho to avoid low velocity artifacts (e.g., Lynner & Porritt, 2017). We tested several starting models with a spatially
varying velocity jump at the Moho and found that the different starting models resulted in only minor deviations. We have chosen, therefore, to use the starting model with the least amount of initial complexity. We correct for topography using the ETOPO global topography model (Amante & Eakins, 2009) to avoid artifacts from the high CAP elevations. Due to the different sensitivities of Rayleigh and Love waves, we only have sensitivity of $V_{sh}$ (and, therefore, also radial anisotropy) to depths of ~40 km, while the $V_{sv}$ inversion is sensitive between ~4-km and ~50-km depth (Figures S1, S6, and S7). Our models have different resolutions at different depths owing to differences in ray coverage of ZZ and TT cross correlations (Figure S2) and different sensitivity kernels (Figure S1). We therefore only interpret features resolvable by the least well-resolved phase. For the majority of this study, this corresponds to features in the midcrust with lateral dimensions of ~100 km$^2$ and ~4 km in depth. The region of maximum resolution lies between ~10-km and ~25-km depth, with decreasing resolution both above and below.

The strength of ANT lies in the ability to sample crustal velocity structure from both Love and Rayleigh wave phase velocities without the need for earthquake-generated sources (e.g., Lin et al., 2008). Best practices in ANT are still being developed due to the relatively new emergence of the technique. The underlying

Figure 4. Phase velocity maps inverted from ZZ (top) and TT (bottom) component cross correlations at 10-s (left) and 20-s (right) periods. The regions outside of which these models have resolution are shaded.
Figure 5. Shear velocity maps of our $V_{sv}$ (left) and $V_{sh}$ (right) models at depths of 15 km (top) and 30 km (bottom). Regions outside of our model resolution are obscured.

Figure 6. (a) Cross sections of $V_{sv}$, $V_{sh}$, and radial anisotropy along the transect A-A’ shown in Figure 1. Morphotectonic provinces following Figure 1 are indicated at the top. Dashed black lines denote the depth profile shown in (b). Gray dashed lines denote the Moho from Crust1.0 (Hayes et al., 2012). Depths below our resolution are obscured. (b) Depth profiles of $V_{sh}$ (dashed lines) and $V_{sv}$ (solid lines) from 10 of our bootstrap runs. Regions of positive and negative radial anisotropy are highlighted by red and blue, respectively.
theory of ANT rests upon the assumption that ambient noise sources are equally distributed with back azimuth and in amplitude. Noise sources such as wave-generated and storm-generated noise are, however, typically asymmetric in nature. Deviations such as these can introduce artifacts into the cross correlations (e.g., Fichtner, 2014, 2015). These artifacts are greatly reduced when taking cross correlations over periods of greater than 1 year and averaging both sides of the EGFs (e.g., Lin et al., 2008; Porritt et al., 2011), which are both done in this study.

4. Results

V<sub>sh</sub> and V<sub>sv</sub> shear velocity inversions at depths of 15 km and 30 km are shown in Figure 5. Regional Rayleigh and Love wave phase velocity inversions can be found in Figures 4, S3, and S4. V<sub>sv</sub>, V<sub>sh</sub>, and radial anisotropy cross sections through the central CAP, along the Altiplano, and through the APVC can be seen in Figures 6, 7, and 8, respectively. Apparent in both the V<sub>sh</sub> and V<sub>sv</sub> shear velocity models are fast fore-arc velocities, a slow APVC anomaly, and relatively consistent velocities beneath the Altiplano (Figure 5). This is in strong agreement with previous ANT work in the region (Ward et al., 2013).

From the V<sub>sv</sub> and V<sub>sh</sub> shear velocity models, it is readily apparent that radial anisotropy persists throughout the Central Andean crust. To confirm that this feature is not an artifact of the inversion, we calculated forward models to demonstrate that radial anisotropy is required to explain our observed Rayleigh and Love wave dispersion measurements (Figure 9) and that our inversion scheme adequately captures radial anisotropy in the crust (Figure 10). We calculated dispersion relationships for Love and Rayleigh waves for anisotropic and isotropic models in both the APVC and Altiplano and find that for both regions anisotropy is required by the data (Figure 9). Figure 10 shows that our inversion scheme successfully inverts for crustal radial anisotropy, albeit underestimating the magnitude of anisotropy.

Beneath the Altiplano, positive radial anisotropy is observed between shallow depths (10 km to 15 km) and the bottom of our model in both cross sections A-A’ (Figure 6; which crosses the Altiplano) and B-B’ (Figure 7; which runs along the length of the CAP). The variations in shear velocity with depth beneath the Altiplano (Figure 6b) follow similar trends in both V<sub>sv</sub> and V<sub>sh</sub> models, with V<sub>sv</sub> showing slightly slower velocities.
throughout. To both the north and south of the Altiplano-related positive radial anisotropy lie areas of negative radial anisotropy (Figure 7). The southern region of negative radial anisotropy separates the Altiplano-related from the APVC-related positive anisotropy. Beneath the APVC, very strong (>12%) radial anisotropy is observed at midcrustal depths. Unlike in the Altiplano, the positive radial anisotropy associated with the APVC arises from the preferential reduction of $V_{sv}$ relative to $V_{sh}$. This is apparent in the diverging trends in shear velocity with depth through the slow velocity anomaly (Figure 8b). Both above and below the APVC region of positive radial anisotropy are regions of negative radial anisotropy.

Figure 8. (a) Cross section along transect C–C’ that samples the APVC. (b) Depth profiles of $V_{sh}$ and $V_{sv}$. Figure conventions are the same as in Figure 6.

Figure 9. Forward modeled dispersion for Rayleigh (solid lines) and Love (dashed lines) waves for $V_{sh}$ (red), $V_{sv}$ (blue), and average $V_s$ ($V_{sh} + V_{sv}/2$; purple) models for characteristic locations in the CAP and APVC. Observed phase velocity measurements are shown as circles for Rayleigh waves and diamonds for Love waves.
$V_{sv}$ and $V_{sh}$ models show good agreement, exhibiting similar spatial patterns in shear velocity throughout the Andean crust (Figures 6, 7, and 8). This is unsurprising given that, with the exception of radial anisotropy, they reflect the same velocity structures. The $V_{sv}$ and $V_{sh}$ models begin to deviate at deeper depths due to the different sensitivity kernels of Love and Rayleigh waves. At the periods used in this study, resolution of Love waves (and therefore the $V_{sh}$ and radial anisotropy models) is restricted to the upper ~40 km, while Rayleigh (and therefore the $V_{sv}$ model) sensitivity extends to ~50 km (Figures S1, S6, and S7). The $V_{sh}$ and $V_{sv}$ models also have different ray path densities (Figure 3) owing to the quality control steps described above. Horizontal component-derived cross correlations (such as TT) are generally noisier (sporadic noise not ambient noise) than those derived from the vertical components (ZZ). This leads to fewer TT cross correlations passing the >10 SNR quality control filter.

We performed jackknife tests of our $V_{sv}$ and $V_{sh}$ models, throwing out 10% of interstation paths for each period for each iteration. Examples of jackknifed phase velocity maps along with maps of standard deviations of phase velocities can be seen in Figures S8–S15. In general, phase velocity standard deviations are less than 0.05 km/s for ZZ components and 0.07 km/s for TT components, with the highest standard deviations occurring at the shortest periods (Figures S8–S15). We then inverted the jackknifed phase velocities for $V_{sv}$ and $V_{sh}$ following the steps described above. Below ~10 km depth our results are very robust (Figures 6 and 8). In the upper ~10 km there is more variance in the $V_{sh}$ and $V_{sv}$ models, making inferences of radial anisotropy a bit more speculative. We also performed a synthetic test of our radial anisotropy results (Figure 10) using the Mineos software package (Masters et al., 2011). We calculated Rayleigh and Love dispersion curves for a model similar to that observed beneath the CAP. We then inverted for $V_{sh}$, $V_{sv}$, and RA following our inversion scheme, which initially assumes an isotropic starting model. We find that inverting for $V_{sh}$ and $V_{sv}$ separately produces shear velocity and radial anisotropy results that match our input model reasonably well, even underestimating radial anisotropy at midcrustal depths (Figure 10). The synthetic $V_{sh}$ model exhibits larger deviations from the input model than the $V_{sv}$ model. At depths below ~30 km, the inverted $V_{sh}$ model begins to overestimate the input shear velocity, while at depth shallower than ~30 km, $V_{sh}$ is underestimated. The differences we observe between the input and inverted $V_{sh}$ models make interpreting absolute radial anisotropy percentages a challenge, so we therefore only interpret patterns of radial anisotropy moving forward.
5. Discussion

Beneath the Altiplano, we see positive radial anisotropy at midcrustal depths (Figures 6 and 7). In cross section A to A', which runs orthogonally to the trench through the CAP (Figure 6), we observe positive radial anisotropy eastward of the subducting slab. While we do not have resolution eastward of the Eastern Cordillera, beneath the Altiplano and the majority of the Eastern Cordillera positive radial anisotropy dominates at midcrustal depths. When looking along the length of the CAP (cross section B to B'; Figure 7), midcrustal positive radial anisotropy is observed beneath the entire physiographic Altiplano province. Taking cross sections A-A' and B-B' in concert, it is clear that the vast majority of midcrust beneath the Altiplano is characterized by positive radial anisotropy. The extent and consistency of the anisotropic region suggests that we are observing a consistent widespread crustal feature.

We interpret the positive radial anisotropy beneath the Altiplano as the result of deformation-induced alignment of micas due to lateral ductile crustal flow (Figure 11). This region of positive anisotropy is not strongly associated with a major low-velocity anomaly in either the $V_{sh}$ or $V_{sv}$ models making a magmatic source unlikely. There is, however, an active arc on the western edge of the CAP, and we can therefore not completely rule out magmatism as a source of positive radial anisotropy.

The depth to the top of the positive radial anisotropy varies, but it generally lies between ~10- and 20-km depth. This corresponds to the top of the Andean low-velocity zone identified in receiver function studies across much of the Altiplano (Beck & Zandt, 2002; Ryan et al., 2016; Yuan et al., 2000). This may correspond to the brittle-ductile transition in the CAP crust. Unfortunately, there is a lack of well-located crustal earthquakes in the area surrounding our observed positive radial anisotropy. If the top of the anisotropic feature truly represents ductile crustal behavior, we would expect to see a dramatic decrease in crustal earthquakes with the emergence of positive anisotropy. This remains an area of future research. Due to the depth limitations of the $V_{sh}$ shear velocity model, we do not have resolution of the lower boundary of the radial anisotropy. Ductile crustal flow may extend to the Moho or merely to lower-crustal depths below the resolution of our models.

Since observations of radial anisotropy do not carry directional information, we cannot make definitive assertions about the direction of crustal flow from our models. Taking insights from the local geologic setting, however, we propose that crustal material is likely being evacuated in a north–south orientation, which is consistent with previous studies (Eichelberger et al., 2015; Kley & Monaldi, 1998; McQuarrie et al., 2005; Oncken et al., 2006; Schepers et al., 2017). Although we do not have resolution east of the Eastern Cordillera, it is unlikely that crustal material is escaping eastward toward the South American interior. If crustal material were escaping eastward, we would expect gentler topographic gradients in the Eastern Cordillera similar to those seen surrounding the Tibetan plateau (e.g., Clark & Royden, 2000; Royden et al., 1997). If
the crust associated with the South American cratonic interior is stronger than that in the Altiplano (e.g., Beck & Zandt, 2002), it may act as an eastern barrier to flow. Crustal flow does not seem to extend west of the CAP into the Western Cordillera or the fore-arc regions based on the lack of coherent radial anisotropy. The presence of the subducting Nazca slab represents a barrier to westward crustal flow.

With potential barriers to the east and west, we suggest that crustal material is being forced along the north–south axis of the CAP. To the north of the Altiplano, flat slab subduction beneath Peru may inhibit significant northward extrusion of crustal material. With the subducting slab impinging upon the bottom of overriding plate, it may be difficult to create space to accommodate large amounts of intruded material. Changes in basement composition, thermal structure, and/or the Abancay deflection (e.g., Roperch et al., 2011) may also act as potential barriers to northward flow. We have no constraints on radial anisotropy from our models south of the APVC. Throughout the Central Andes, there are no obvious surface indications of ductile crustal flow escaping from the region like those exhibited in Tibet by the varying topographic gradients (e.g., Clark & Royden, 2000; Royden et al., 1997). It may be that crustal flow escaping from the CAP has yet to manifest topographic observables beyond a relatively flat CAP. The lack of topographic evidence of crustal flow may arise for a variety of reasons that require further study, such as variations in crustal composition, thermal structure, amounts of shortening, and/or tectonic history. Our suggested north–south crustal flow is highly speculative and requires expanded studies both to the north and south of the CAP.

Two regions of negative radial anisotropy bound the Altiplano-related region of positive radial anisotropy. The emergence of the northern negative anisotropic anomaly coincides closely with northernmost expression of the Altiplano (Figure 7). North of the Altiplano, the Andes become far narrower (with the Eastern and Western Cordillera no longer separated) and crustal thicknesses are slightly reduced (to ~60 km). Due to the relatively narrow extent of the Andes, there may be insufficiently thick crustal material to facilitate extensive lateral crustal flow. This would allow structural signals, such as those from faults and/or cracks, or the vertical alignment of anisotropic minerals to emerge.

The second region of negative radial anisotropy lies to the south of the Altiplano. This anisotropic structure roughly corresponds to the boundary between the Altiplano and Puna plateaus and separates regions of positive radial anisotropy associated with the Altiplano and the APVC. Thick crust is present beneath the entirety of this region, so it is unlikely that faulting and folding be solely responsible for the negative anisotropy if ductile flow dominates to the north. Unlike the majority of the Altiplano, the southernmost Altiplano and northernmost Puna is characterized by extensive volcanism, exemplified by the APVC (e.g., Kay et al., 2010; Salisbury et al., 2010). Significant amounts of melt can drastically alter patterns of radial anisotropy in the crust through the alteration and/or removal of micas (e.g., Almqvist et al., 2015; Schmidt et al., 2004). The removal of mica-related anisotropy allows the emergence of anisotropy due to other mineral phases or preexisting fabrics and structures. We interpret the southern negative anisotropic feature as a region where micas have been removed. We are likely observing either a structural signal or anisotropy due to amphiboles or other anisotropic mineral phases.

Beneath the APVC lies a region of very slow shear velocities and very strong positive radial anisotropy (Figure 8). The APVC is home to vast amounts of volcanism and an extensive magmatic storage system (e.g., Ward et al., 2014). Positive radial anisotropy beneath the APVC is therefore most likely due to a horizontally aligned magma storage system in the crust. Horizontally aligned melt lenses (through a network of connected sills) can create a layered system with contrasting elastic properties that would result in the observed positive anisotropy. Velocity profiles with depth through the APVC further support a melt-generated source of anisotropy (Figure 8b). Beneath the APVC, $V_{sv}$ shows a much larger velocity reduction than $V_{sh}$. This is

---

**Figure 12.** Schematic of our preferred interpretation of the radial anisotropy beneath the APVC. The region of extremely strong positive radial anisotropy coincides closely with the low-velocity anomaly beneath the APVC. We suggest this is due to a horizontally aligned magma storage system in the crust.
typical of melt-induced radial anisotropy (e.g., Kawakatsu et al., 2009; Takeuchi et al., 1968). We suggest that the positive anisotropy associated with the slow velocity anomaly beneath the APVC comes from the horizontal alignment of melt pockets in the crust, while the regions of negative radial anisotropy above and below may be indicative of the plumbing structures that feed the magma body from below and export magmatic material to the surface (Figure 12).

An important limitation of our $V_{sh}$ and radial anisotropy models is that they are only sensitive between depths of ~4 km to ~40 km. This prevents us from imaging patterns of radial anisotropy in the lower crust beneath the majority of the CAP. We are unable to assess whether ductile crustal deformation beneath the Altiplano extends to the Moho or merely to the bottom of our model. This shortcoming is particularly acute when trying to determine the direction of crustal flow beneath the Altiplano. Since we cannot observe shear wave velocities down to the Moho, it is possible that the behavior of the lower crust is different than that of the midcrust.

6. Summary

We invert both Love and Rayleigh wave EGFs from ambient noise data for $V_{sh}$, $V_{sv}$, and radial anisotropy throughout the Central Andes. Beneath the Altiplano, we observe widespread positive radial anisotropy throughout the midcrust likely indicative of ductile crustal deformation. Our results suggest that beneath the Altiplano, ductile crustal flow in the midcrust is widespread and begins at depths of ~10–20 km. To the south of the Altiplano beneath the APVC, we see a region characterized by very slow shear velocities and very strong positive radial anisotropy. This likely reflects horizontally aligned melt structures that comprise the magma storage system beneath the APVC.
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