
1. Introduction
The Basin and Range in the western US is a physiographic region generally characterized by high heat flow 
(Blackwell et al., 1991). For this reason, the area has been, and continues to be, exploited for geothermal resources. 
In the Nevada Basin and Range, there were 25 operational geothermal power plants in 2020 that possessed a 
nominal combined capacity of more than 800 MW (Nevada Department of Minerals, 2021). On the western 
edge of the Basin and Range, in the extremely seismically active Eastern California Shear Zone (Bhattacharyya 
& Lees, 2002; McClusky et al., 2001) is one of the largest geothermal producing regions in the US, the Coso 
geothermal field (Coso Operating Company,  2021; Monastero,  2002). Coso has operating geothermal power 
plants, producing up to 250 MW, and surface hydrothermal features such as fumaroles, as well as Quaternary 
volcanism and hot, plutonic basement rock (Bacon et al., 1982; Duffield et al., 1980; Monastero et al., 2005).

South-central Utah, on the eastern edge of the Basin and Range, is in a different tectonic setting than Coso. The 
region is characterized by minimal seismic activity (Arabasz et al., 2007; Kreemer et al., 2012; Mesimeri, Pankow, 

Abstract South-central Utah is characterized by Quaternary volcanism, current geothermal activity, and 
unusually high surface heat flux across the region. Additionally, there are three operating geothermal power 
plants in this region, known as the Sevier thermal area. This setting is very similar to that found in the Coso 
geothermal area. However, the source and lateral extent of subsurface heat in Utah is poorly understood. We 
use temporally separated geophone arrays combined with regional broadband data to perform ambient noise 
seismic tomography to study the subsurface shear velocity structure in the region. We find good recovery of 
ocean-seism excited Rayleigh wave signals between the periods of 5 and 10 s. For each period, we measure 
the Rayleigh wave phase velocity and ellipticity across the region using the beamforming methodology and 
horizontal to vertical (H/V) amplitude ratio. Finally, we combine spline-based 1D shear velocity models 
inverted using Rayleigh wave phase velocity and H/V measurements on a 2D, beamforming discretized grid to 
construct a final 3D model. The final 3D model has many similarities to imaged velocity models at the Coso 
geothermal area. We find a strong correlation between low velocity anomalies and high surface heat flux and 
geothermal activity. Additionally, we find a laterally continuous low-velocity anomaly between 5 and 15 km 
depth, which may represent elevated temperature of hundreds of degrees Celsius, partial melt, and/or the 
presence of water, and a common heat source across the region which likely originates from the mantle.

Plain Language Summary South-central Utah is a geologically interesting area, featuring recent 
volcanism and surface hydrothermal features and has measurably high surface heat flux, similar to the Coso 
geothermal resource area in California. However, the source of heat driving these features in Utah is poorly 
understood. To investigate, we use four temporally separate portable seismometer (geophone) arrays that record 
seismic waves for a duration of 1 month each, and we mathematically correlate the wavefield between all of 
these geophones with 30 permanent, broadband seismometers in the region. We find the strongest signal in 
Rayleigh surface waves originating from ocean waves on the coast. We use a measurement technique called 
beamforming to measure the velocity at which these waves propagate across the arrays, and we measure the 
ratios of the horizontal wave amplitudes to the vertical amplitudes. These measurements are used together to 
estimate a 3D shear wave velocity model between 0 and 15 km depth. We find a low shear velocity layer at 
10 km depth, with the lowest velocity areas coinciding with the high surface heat flow and geothermal areas, 
indicating potential for elevated temperature, weaker crust and continuity of heat source across the region, 
likely stemming from the mantle.
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Baker, & Hale, 2021) and a unique combination of geologic features that are relatively poorly constrained. Some 
of these features are similar to those found in Coso: some areas have hot, solid granitic bodies as basement rock 
(Moore et al., 2020) and the region has measurably higher surface heat flux than surrounding regions (Blackwell 
et al., 2011; Edwards & Chapman, 2013). There are also multiple active hot springs and sources of geothermal 
heat on the surface (Hardwick et al., 2018), as well as a series of mapped Pliocene to Quaternary volcanic depos-
its indicating geologically young volcanism, from 6 Ma to present, but concentrated in the last 2.5 Ma (Johnsen 
et al., 2010; Rowley et al., 2013; Sine et al., 2008). As a result, the greater region is classified as the Sevier 
geothermal resource area (Hardwick et al., 2018; Olson & Smith, 1976; Rowley et al., 2013). As at Coso, there 
are active geothermal power plants coincident with the locations of the higher heat flux (Figure 1).

The Sevier geothermal resource area lies largely within the Transition Zone (TZ) between the eastern edge of 
the Basin and Range mountainous topography and the bordering higher elevation Colorado Plateau found to the 
east in central Utah (Figure 1). Given the study area's location in the TZ, it has been proposed that the shallower 
elevated geotherm may be connected to deeper (lower crust and upper mantle), magma-source fluids associated 
with the boundary between thin, extending Basin and Range lithosphere and the more brittle, thicker Colorado 
Plateau lithosphere (Wannamaker et al., 2001, 2008).

Previous seismic studies in south-central Utah find a number of anomalies suggestive of elevated temperatures, 
partial melt, and/or interconnected pore fluid at crustal depths at both local and regional scale. Early seismic 
imaging and profiling indicates the presence of a crustal low velocity anomaly. Muller and Mueller (1979) and 
Keller et  al.  (1975) inferred a low velocity zone (LVZ) near ∼10 km depth that may extend across much of 

Figure 1. Study region located in south-central Utah. The locations of the four nodal geophone arrays are shown and labeled. Existing geothermal power plants, 
mapped Quaternary volcanics (Utah Geological Survey), Quaternary faults (Utah Geological Survey), and surface heat flux contour (Utah Geological Survey) are also 
shown. The Mineral Mountains are labeled and discussed in this study. Inset: location of all broadband seismometers used in the study, with the combined area of all 
four nodal arrays outlined in black. VRUT is used as an example virtual source in later figures.
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the Basin and Range geographic province, but little constraint was obtained regarding the LVZ thickness and 
magnitude of velocity reduction. Robinson and Iyer (1981) performed a teleseismic P-wave study and observed 
evidence of a localized low velocity anomaly beneath the Mineral Mountains that could be related to a subsurface 
source of elevated heat. This structure was imaged from ∼5 km depth to at least as far as the uppermost mantle, 
and is characterized by a 5%–7% velocity decrease compared to the surrounding region in the same depth range.

At a more regional scale, tomographic work incorporating data from LA RISTRA, a linear broadband seismic 
array that cut across southern Utah, New Mexico, and Western Texas, and the EarthScope USArray Transporta-
ble Array (TA) shows evidence of low-velocity anomalies in both the crust and upper mantle. A joint inversion for 
shear velocity, using Rayleigh wave phase velocity data from the TA, P-wave receiver functions from TA and LA 
RISTRA data, and Bouguer gravity anomaly data reveal a relatively thin crust, and relatively low shear velocity 
to depths of up to 50 km, with anomalies in some areas persisting to depths beyond 100 km (Bailey et al., 2012). 
Teleseismic body wave tomography across the LA RISTRA array reveals significant, large-scale shear velocity 
anomalies in the mantle and lower crust beneath the Utah portion of the deployment that persist to depths of 
250 km, with perturbations as large as 10% (Sine et al., 2008). A previous large scale body wave tomography 
study finds that the TZ features lateral shear velocity contrasts of up to 14.5% in the upper mantle, one of the larg-
est imaged in the U.S (Schmandt & Humphreys, 2010). The inversion for P wave anomalies, S wave anomalies, 
and Vp/Vs ratios from the same study reveal significant regions with potential for partial melt to depths of up to 
195 km, and possibly to even greater depths.

Surface wave tomography for this same region using both ambient noise and earthquake measurements made 
across the TA has also found anomalously low shear velocity extending from the middle crust to the uppermost 
mantle (Lin et al., 2009, 2014; Moschetti et al., 2010b). Measurement of Rayleigh wave ellipticity, that is, hori-
zontal to vertical amplitude ratio (H/V ratio; Lin et al., 2014), significantly improved the shallow resolution in the 
upper crust. The lateral resolution of the imaged structure remains mostly controlled by the average TA station 
spacing (nominally 70 km) and is unable to resolve smaller scale structures that are directly related to the active 
geothermal systems. As a result, to better constrain shallower, smaller scale structure in this study area, a dense 
seismic array and tomographic process capable of finer scale imaging with shallower depth sensitivity is needed.

In this study, we perform ambient noise tomographic imaging of the subsurface beneath the geothermal resource 
area in South-central Utah, using four temporary dense nodal sub-arrays (Trow et al., 2018): FORGE, Dog Valley, 
Crater Knoll, and Twin Peaks (Figure 1). The increasing availability of large-N autonomous nodal geophone 
systems has made high resolution shallow imaging based on ambient noise possible (e.g., Lin et al., 2013). For this 
study, we follow previous ambient noise tomography studies, such as Bensen et al. (2007) and Lin et al. (2008), 
for our seismic processing methodology. We combine data: (a) from arrays deployed at different times, noting 
that the seismic noise field of each deployment has significant potential to vary, as the deployments span all four 
continental seasons, and, (b) that include regional, permanent broadband seismometers and thus multiple differ-
ent datasets of different types have been integrated. This project confirms the feasibility of combining data from 
asynchronous seismic deployments and a permanent regional network using noise cross-correlation and array 
analyses to generate informative shear velocity models of the subsurface (Jia & Clayton, 2021).

2. Data
The data set consists of continuously recorded seismic data from four separate, temporary, geophone deployments 
(Trow et al., 2018). Each deployment lasted approximately 30 days and collected data at different times of the 
calendar year (Figure 1). The Dog Valley, Twin Peaks, and Frontier Observatory for Research in Geothermal 
Energy (FORGE, named after the research facility being constructed in the area) arrays all recorded at 500 Hz 
sampling rate, whereas the Crater Knoll array recorded at 1,000 Hz. The deployments span more than one year 
between June 2016 and October 2017. The four geophone arrays are, by design, overlapping geographically 
to help compensate for the discontinuity in time and to maximize coverage of the area with the dense arrays 
(Figures 1 and 2). Additionally, we utilize seismic data from permanent, regional, broadband 100 Hz seismom-
eters in the surrounding area that recorded continuously across the entire timeline of all four arrays. Finally, at 
the inversion stage, we also incorporate phase velocity and ellipticity measurements from the TA broadband 
stations (Lin et al., 2009, 2014). Some broadband stations were not recording continuously for all of this time, had 
substantial gaps in the recorded data, or had significant data quality issues, but were still used when they had data 
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available due to the sparse seismometer distribution in southern Utah. Azimuthal coverage of broadband stations 
relative to the geophone arrays is substantially more complete to the southwest and northeast than to the north-
west and southeast due to permanent station locations that reflect the regional earthquake hazard and historical 
earthquake distribution, which is concentrated in the Intermountain Seismic Belt, an area that runs approximately 
north-south on the eastern edge of the Basin and Range province (Smith & Arabasz, 1991).

3. Methods
3.1. Data Preprocessing

We closely follow the preprocessing methodology described in previous ambient noise tomography studies 
(Bensen et al., 2007; Lin et al., 2008, 2014). Data for all seismometers are cut into daily time series. We remove 
the mean and trend, and taper at 1% at each end of the time window. We deconvolve the instrument response 
for all data prior to additional preprocessing. We again remove the mean and the trend, and bandpass the data 
between 0.05 and 20 Hz to prevent aliasing before downsampling each time series to a uniform rate of 50 Hz. The 
data are then cut into 10 min windows. For each 10 min window, we again remove the mean and the trend and 
again apply a taper of 1%. To retain relative amplitude information between components (Lin et al., 2014), we 

Figure 2. Location of all broadband seismometers and geophones within the study area, every beam center used in the beamforming search, the location of the 
example beamforming process (Figure 4), the location of GRID ex. 1 and Grid ex. 2 used for ellipticity illustration (Figure 5), the location of the example 1D inversion 
(Figure 6), and the locations of the cross-sections in Figure 12. The boxes from Figure 1 outlining the sub-array locations have been plotted for reference.
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spectrally whiten each of the windows on all three components relative to the frequency spectrum of the vertical 
component.

3.2. Cross-Correlation

We cross-correlate data from all stations (geophones and broadband seismometers) with every other contempora-
neous station (e.g., Lin et al., 2008, 2009, 2012, 2014; Bensen et al., 2007; Shapiro et al., 2005). Correlations are 
not performed between geophone deployments due to different deployment dates. To accommodate processing 
and computer memory limitations, we break this up into two sets: the first set uses all broadband seismometers as 
virtual sources and virtual receivers, and nodal geophones as virtual receivers only. The second set uses all nodal 
geophones as both source and receiver. In this manner, we generate correlograms for all station-pair combina-
tions. For each 10 min window of noise, we perform this cross-correlation for each station pair and normalize to 
the amplitude of the vertical-vertical correlogram, and add this correlated waveform to the previous correlated 
10 min windows. In total, the correlograms for each seismometer pair contains the sum of more than 4,000 indi-
vidual cross-correlations stacked together over an approximately 30-day window, although the exact count varies 
due to data availability. We perform a full 3 × 3 multi-component cross-correlation, correlating the Vertical (Z), 
North (N), and East (E) components for a total of 9 correlation combinations: ZZ, ZN, ZE, EE, EN, EZ, NN, NE, 
and NZ. After correlation, we rotate all components with N and E to radial (R) and transverse (T) components 
(Lin et al., 2008, 2014), resulting in ZZ, ZR, ZT, RR, RT, RZ, TT, TR, and TZ. The correlograms are also made 
symmetric by averaging the acausal and causal components. We find that the strongest noise source comes from 
ocean-wave energy between 5 and 10 s period. Examples of the causal portion of ZZ cross-correlated waveforms 
record sections with a virtual source station located to the southwest are shown in Figure 3, where clear Rayleigh 
wave moveouts can be observed.

Figure 3. Example ZZ-component Rayleigh wave record-section moveout with broadband station VRUT (Figure 1, inset) as the source and every geophone in each 
sub-array as the receiver. The correlograms were bandpass filtered with a center period of 7 s. Red lines show 3.1 km/s apparent velocity. The Y axis is distance from 
the virtual source in kilometers. The correlograms are scaled for visibility and have a normalized amplitude of 1.
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3.3. Beamforming Tomography

We found empirically that a beamforming approach (Harmon et al., 2008; Roux & Ben-Zion, 2017) was able to 
produce stable and reliable local Rayleigh wave phase slowness measurements across across the ambient noise 
cross-correlation wavefields (Lin et al., 2013). To do this, we first apply a two-pass, four-corner bandpass filter 
on correlograms by using six distinct periods: 5, 6, 7, 8, 9 and 10 s, with corner frequencies that are plus/minus 
20% of the target period. For each period and each virtual source (broadband stations, Figure 1), we construct 
the cross-correlation wavefield across the study area using all ZZ noise cross-correlograms between the common 
source station and all geophone stations. We then apply beamforming across the wavefield to determine both the 
location-dependent phase velocity and direction of propagation.

To create the beam centers, we arrange a grid to cover the entire combined geographic area beneath each 
geophone array. These beam centers were uniformly distributed with a spacing of 0.04° (approximately 4 km) 
for both longitude and latitude (Figure 2). Spacing was performed in degrees for convenience. We use an empiri-
cally selected beam width of 12 km to maximize our structural resolution capabilities without creating excessive 
error due to low correlogram count per beam, and we maintain this beam width across all period ranges to create 
consistent lateral resolution. We perform the beamforming procedure for all six distinct periods.

To perform beamforming for a given virtual source, we apply time corrections to all correlograms with receivers 
within the beam based on the presumed wavefield azimuth and phase velocity and stack the resulting shifted 
correlograms (i.e., slant-stack). For each geophone, the time correction is calculated by first projecting the 
distance between the geophone and the beam center d onto an assumed azimuth φ of travel of a plane wave. This 
calculation is as follows:

�′ = cos(� − �) � (1)

where d′ is the projected distance and ϕ is the azimuth from the beam center to the geophone. For an assumed 
phase slowness s (inverse of phase velocity), the time correction Δt is then calculated as:

Δ𝑡𝑡 = 𝑠𝑠𝑠𝑠
′ (2)

We take the envelope function of the stack correlogram and take the maximum envelope amplitude as the beam 
power. We perform a two-step 2D grid search of slowness and azimuth between 0.15 and 0.7 s/km and 0°–360°, 
respectively. A coarser increment of 0.02 s/km and 20° are used in the first step where a finer increments of 
0.002 s/km and 2° are used in the second step to search the area surrounding the maximum beam power from 
the first step. The preferred slowness and azimuth is determined based on the maximum beam power from the 
second step (Figure 4).

While this searching procedure is only performed on the ZZ component correlograms, we also stack the ZR, RR, 
and RZ components, using the preferred slowness/azimuth from the search on the ZZ component. With a stack 
of all four of these components for each beam, we take H/V measurements at each discrete beam center instead 
of  at each physical geophone location, which is described in Section 3.4.

For each beam center, this entire procedure is repeated for every virtual source (permanent stations, Figure 1), 
and all slowness and H/V measurements for each beam center are used as the collection of measurements for that 
beam center. Depending on available correlograms, this process results in 20–30 slowness measurements for each 
beam center and each period. After slowness measurements are taken, measurements from stacked waveforms 
with a computed signal to noise ratio (SNR) of less than 5 are discarded, retaining 95% of the original measure-
ments. Then, we apply an iterative process to discard measurements more than 3 standard deviations away from 
the mean is applied as described in Berg et al. (2018), resulting in 16,258 total measurements across all periods, 
or 89% of the original measurements. The remaining measurements are averaged. We use standard deviation of 
the mean for uncertainty at each beam center for phase velocity. However, we imposed a minimum input data 
uncertainty of 0.05 km/s for grid locations below an empirically chosen measurement count of 10 to account for 
higher uncertainties with very few measurements that may, by chance, agree well with each other.

In this study, SNR is measured in accordance with the definition of Bensen et al. (2007), which uses the maxi-
mum amplitude of a signal window based on expected arrival and the root-mean-square amplitude of a later noise 
window (Figure 4d). However, we adjust the method to match our correlogram data set as follows: we define 
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the signal window based on the maximum and minimum theoretical velocity of 5 km/s and about 1.42 km/s, 
corresponding to the slownesses used in the grid search. As a result, our signal window varies inherently as a 
function of distance from the virtual source. In addition, we use a fixed 10 s window between signal and noise, 
and a fixed 30 s noise window following this gap. The reason for this simplified, one-size-fits-all approach is 
due to the natural tendency of stacking waveforms to reduce random noise in the stacking process, making more 
complicated SNR criteria unnecessary.

3.4. Ellipticity (H/V) Measurements Through Beamforming

We follow the concepts described in Lin et al. (2014) and Berg et al. (2018), to extract ellipticity, or H/V, measure-
ments to better constrain shallow structure. The ellipticity measurements of Rayleigh waves have depth-sensitivity 
that is far shallower than phase velocity (Tanimoto & Rivera, 2008). We employ the beamforming approach as 
described in the previous Section 3.3 for signal enhancement and to ensure that our lateral resolution is identical 
to that of the beamforming tomography. This replaces each individual receiver with the stacked waveforms at 
each beam center—the broadband seismometers serving as virtual sources remain the same.

As in the slowness measurements, all correlograms were made symmetric by averaging the causal and acausal 
components. We compute the envelope function of the four stacked cross-correlation components. We follow 
the methods of Lin et  al.  (2014) to measure Rayleigh wave H/V ratios of these stacked correlograms, which 
averages vertical and radial excitation for a given station as a source and as a receiver. However, since we are 
only concerned with the H/V ratios within our study area, we focus only on receiver ellipticity measurements—
namely, ZR/ZZ and RR/RZ, with broadband seismometers as source stations. We discard any measurements 
involving a correlogram with an SNR of less than five. For example, if ZR has an SNR of less than five, but ZZ 
has an SNR of greater than five, ZR/ZZ would not be used. If only one measurement (ZR/ZZ or RR/RZ) passes 
this criterion, that measurement is used alone. If both measurements (ZR/ZZ and RR/RZ) pass this criterion, we 
average the two receiver measurements. Non-ZZ correlograms generally have a much lower SNR, so imposing 

Figure 4. Example beamforming process for one beam center with seismometer VRUT (Figure 1) as the source. This particular beam is in the densest part of the Dog 
Valley sub-array, resulting in the inclusion of many individual correlograms. Location is shown as a green triangle in Figure 2. (a) Polar plot showing stacked beam 
amplitude as a function of azimuth and slowness. The maximum amplitude slowness and azimuth is shown as a red dot. 95% of the maximum is contoured in red. (b) 
Original, un-shifted waveforms. (c) Shifted waveforms corresponding with the maximum stacked amplitude. (d) Stacked waveforms from panel (c), showing the signal 
and noise windows for SNR calculation. Panels (b–d) share the same time axis.
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the same SNR criteria of five at minimum results in retention of only 22% of the original measurements. We 
apply an identical, iterative process to discard outliers as described in Berg et al.  (2018) and in the previous 
section, resulting in retention of 5,807 measurements across all periods, or 21% of the original measurements.

An example of particle motion for the stacked correlograms illustrating the ellipticity for two discrete beam 
centers is shown in Figure 5. The result of repeating this beamforming process is up to 30 independent ellipticity 
measurements for each beam center and each period—one for each broadband seismometer virtual source. To 
obtain the final H/V ratio for each location, we average all measurements. To compute uncertainty, as in the 
beamforming tomography, we use the standard deviation of the mean of H/V measurements for each beam center.

3.5. Joint Ellipticity and Shear Velocity MCMC Inversion

We used a Monte Carlo Markov Chain (MCMC) Bayesian non-linear inversion technique to jointly invert phase 
velocity measurements and ellipticity measurements for a 1D shear velocity profile at each beam center grid 
point. This inversion process has been widely documented and tends toward fully sampling the posterior distri-
bution of the model space with sufficient run-time, reduces the chances of failing to find the global minimum 

Figure 5. Example particle motion using broadband seismometer VRUT (Figure 1) as the source seismometer and two example beam centers from the FORGE 
sub-array. Locations are shown in Figure 2. (a) GRID ex. 1: a grid point/beam center that is located on the flank of the Mineral Mountains (Figure 1) and has particle 
motion elongation in the vertical direction. (b) Grid ex. 2: A grid point/beam center that is located in a basin and has ellipticity that is elongated horizontally. All 
components are labeled by their respective correlogram. The signal was bandpassed centered around 7 s period. Clear retrograde Rayleigh wave particle motion is 
observed on all four components. Correlogram amplitudes are normalized relative to the maximum amplitude component.
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residual solution, and allows for quantification of uncertainty (Berg et al., 2018; Mosegaard & Tarantola, 1995; 
Shen et  al.,  2012). The method employs a “random-walk” method to sample most of the model space, and 
also incorporates random “jumps” within the model space to ensure sufficient exploration. The discretization of 
Rayleigh wave phase velocity measurements and ellipticity measurements onto the same 2D grid was a deliberate 
decision to facilitate consistent resolution on the joint inversion for shear velocity. In addition to the new data 
presented in this paper, we included regional lower resolution TA phase velocity measurements (Lin et al., 2009), 
at 12, 14, 16, 18, and 20 s, and ellipticity measurements (Lin et al., 2014) at 10 and 12 s. This was a deliberate 
decision to stabilize the models at depth, and force a smooth transition to existing regional scale, deeper models. 
Additionally, to account for resolution discrepancy between the two datasets, the uncertainty of the TA phase 
velocity data was scaled up to match the average uncertainty in the beamforming phase velocity measurements, 
with TA H/V measurement scaled to be approximately the same percentage relative to HV uncertainty meas-
urements from the 2D single beamforming. To avoid conflicting excessively with adjacent period beamforming 
measurements, the uncertainties of the lowest period TA data for both phase velocity (12 s) and ellipticity (10 s) 
were scaled up an additional 20%.

We chose B-splines as basis functions for two reasons. The first is that surface waves are generally insensitive to 
sharp seismic impedance boundaries, so a smooth model—inherent with B-splines—was a natural choice. The 
second reason is that B-splines allow for minimal parameterization in the inversion, with only one parameter per 
B-spline. We tested various B-spline versus depth distributions to determine the most appropriate distribution for 
the data, which was characterized by decreasing spline density with increasing depth (Lin et al., 2013).

The initial model was based on a regional, layered, piecewise-constant, continuously increasing 1D velocity 
model used for earthquake locations (Arabasz et al., 2005). However, the constant velocities of each layer were 
changed to a gradient and the model was smoothed and interpolated to accommodate the spline-based inversion 
(Figure 6). We used seven B-splines as the basis for the inversion, distributed over 30 km depth. Based on esti-
mated sensitivity kernels using this regional 1D velocity model (Figure 7), we expect our beamforming data to 
possess sensitivity between 0 and 15 km depth when including both ellipticity and phase velocity measurements. 
Depths between 15 and 30 km are controlled primarily by the TA data—here, we focus our interpretation on 
depths shallower than 15 km.

The inversion parameters were minimally constrained, generally allowing exploration of large ranges of shear 
velocity values. The most significant limitation we did impose was that the maximum shear velocity cannot 
exceed 5 km/s, a reasonable value for the crust. We deliberately allowed for non-monotonically increasing shear 
velocity to account for the possibility of LVZs, which we expected as a strong possibility given the regional geol-
ogy and previous seismic imaging studies. The MCMC process was run for 3,000 “random-walk” iterations over 
8 random parameter initializations, or ‘jumps’ in the model space for each 1D inversion. The final suite of models 
only includes those that have a misfit that is within 20% of the minimum misfit model. When computing misfit, 
we weight the phase velocity residuals in the misfit of the inversion more strongly by a factor of two. That is, the 
misfit is determined 2/3 by phase velocity residuals and 1/3 by H/V residuals.

When quantifying uncertainty of the model, we use the standard deviation of the range of posterior models 
for each grid point. We use this as a substitute for error propagation through the inversion process by allowing 
full model space exploration and only requiring the data and its uncertainty to calculate probability of model 
acceptance. In practice, this results in some depths and locations with uncertainties as high as 10% (Figures 11c 
and 11d), which can be attributed to lower SNR, and associated higher uncertainty, in some periods for both 
ellipticity and phase velocity measurements.

4. Results
4.1. Stacked Correlograms

The resulting correlograms capture ambient noise dominantly coming from the southwest in the oceanic second-
ary microseism period band of 6–8 s (Traer et al., 2012), but signal is observed from 5 to 10 s, although it is not 
as clear on the edges of this band. An example of this extremely clear energy moveout is in Figure 2, which has 
been bandpassed centered around 7 s. Although the longer period of oceanic primary microseism around 15 s 
is not visible, we attribute this to the higher frequency instrument response of the geophones (Lin et al., 2013; 
Trow et al., 2018; Wang et al., 2019). Based on the apparent moveout velocity and the particle motion of these 
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waveforms (Figures 3 and 5), it is clear that the dominant signal we recover with these deployments comes from 
Rayleigh waves. We note that clear moveout is observed between the broadband seismometers and the geophones, 
even with station pair distances exceeding hundreds of kilometers. These long range correlograms comprise the 
entire data set we used in this study as short distance 5–10 s geophone to geophone correlograms are indistin-
guishable from autocorrelations and unsuitable for velocity measurements. Note that we do not have intermediate 
distance inter-array geophone correlograms due the temporal gap in deployment.

Figure 6. An example 1 D velocity model near the dense FORGE array. Location of this model is shown as a red circle in Figure 2. (a) 1D Shear velocity model, 
0–10 km depth. White circles are the minimum misfit model. Red triangles are the starting model. Yellow dots are the average model of all models shown. Turquoise 
lines are all posterior models. Green dashed lines represent the bounds of all explored models. (b) Comparison between model predicted and observed phase velocities. 
Measurements made in this study and previous TA measurements are shown with different symbols. (c) Same as (a), but to 25 km depth. (d) Same as (b), but for H/V 
(ellipticity).
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Whereas previous dense nodal arrays deployed in other regions have had success in extracting shorter period 
surface waves for shallow imaging (e.g., Lin et al., 2013), little to no moveout is observed at periods shorter than 
4 s. The only other period range with visible moveout is in the densest part of the FORGE and Dog Valley arrays, 
where we observe noisy moveout between 1 and 4 Hz (0.25–1 s) when nearby nodal geophones are used as the 
source stations. Because this signal is not ubiquitous across our study region, we ignore it for the purposes of this 
project. Future work will likely involve studying this signal on the densest part of the arrays to image much more 
localized structure near the surface.

4.2. Beamforming Tomography

We find that by using the beamforming with both an azimuthal and slowness search, we are able to recover real-
istic and consistent phase velocity measurements across our study area between 5 and 10 s period (Figure 8). We 
note that the observed velocity structure appears to be coherent across the four asynchronous nodal geophone 
deployments, demonstrating that stitching together spatially overlapped nodal arrays with potentially different, 
seasonal ambient noise seismic wavefields is not only possible but feasible. We note that there is also good 
continuity of phase velocity features between each period. The low and high velocity zones generally change 
smoothly with changing periods, allowing a continuous tracking of the observed anomalies. Additionally, we note 
that the anomalously slow phase velocity regions coincide with the regions of increased measured surface heat 
flux (Figure 8), further corroborating our velocity structure findings. The low phase-velocity areas additionally 
coincide with known surface manifestation of subsurface heat, namely hydrothermal systems currently visible in 
the form of hot springs and/or in their usage in geothermal energy.

Figure 7. Estimated sensitivity kernels for periods of 5–10 s computed using the regional, 1D velocity model (Arabasz 
et al., 2005). Left: H/V sensitivity kernels. Right: Phase velocity sensitivity kernels. “Kinks” in the sensitivity arise from 
sharp contrast between laterally homogeneous layers.
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4.3. Ellipticity Measurements

In general, we find clear Rayleigh-wave-like retrograde particle motion between 5 and 10 s, with the most consist-
ent and best measurements between 6 and 8 s (Figure 5). However, due to overall lower SNR in non-ZZ compo-
nents at 5 and 10 s period, we do not use ellipticity measurements at these two periods in the inversion process. 
Similar to previous ambient noise tomography studies (e.g., Berg et al., 2018), we see higher (>1) H/V ratios 
in basins and lower (<1) ratios in mountainous areas where we expect competent rock to be found closer to the 
surface (Figure 9). We note that estimated sensitivity kernels of H/V ratios (Lin et al., 2014) in the period range 
of 5–10 s using the regional 1D reference velocity model (Arabasz et al., 2005) place the depth sensitivity of 
our ellipticity measurements between 0 and 5 km below the surface (Figure 7). Given this sensitivity, we find 

Figure 8. (Left): The 6 s phase velocity map derived from performing the beamforming process for all beam centers illustrated in Figure 2. Dashed lines are surface 
heat flux contours (Figure 1). (Right): Uncertainty of 6 s phase velocity measurements, measured by standard deviation of the mean, and expressed as percentage of the 
mean value. The slow velocity anomalies are consistent with the areas of high surface heat flux (red lines, Figure 1). In general, the errors, computed based on standard 
deviation of the mean, are far smaller than the observed velocity variations in the study area. Gaussian interpolation has been applied for visualization purposes only.

Figure 9. (Left): 6 s H/V measurements across the study area from beamforming. Note that the values within the color bar are spaced logarithmically, since the 
measurement is inherently a ratio. (Right): Uncertainty of 6 s H/V measurements, measured by standard deviation of the mean, and expressed as percentage of the mean 
value. We note that the variations in H/V values are far greater than the upper and lower bounds defined by the uncertainties. In general, we find areas of high ellipticity 
to coincide with known sedimentary basins, consistent with expectations based on previous ellipticity measurement work (Berg et al., 2018; Lin et al., 2012).
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the H/V values consistent with surface geology and basin depth estimations based on gravity data and well logs 
(Hardwick et al., 2018). We note that while the lowest H/V ratios are as low as 0.5, these values are only found on 
the edges of our study area and are associated with higher uncertainty. However, H/V ratios less than 1 are found 
across the study area, especially at periods 6, 7 and 8 s and in the eastern half of the area, indicative of a potential 
low-velocity zone at depth (Figure 9).

4.4. 1D Monte Carlo Joint Inversion of Phase Velocity and Ellipticity

For most locations, we find that the 1D inversion converges to a stable solution, with almost all of the 155 
total inversions featuring a low-velocity zone between 5 and 15 km in depth (Figure 10). This drop represents 
13% of the high shear velocity found at 5 km depth: the average velocity drops from 3.25 to 2.82 km/s. This is 
likely driven by an overall “flat” phase velocity dispersion curve (Figure 10). In addition to plotting dispersion 
curves for all grid locations, we calculate the slope of the phase velocity versus period for each phase velocity 
period between 5 and 10 s. We find that the average slope of phase velocity versus period to be slightly negative 

Figure 10. (a) The average shear velocity model of all 155 beam centers (black). Each individual model is plotted in light gray. A clear low velocity zone is visible 
centered at approximately 10 km depth. (b) Phase velocity dispersion curves of all grid point/beam center measurements. Average measurements are shown as black 
triangles. Transportable Array data are not shown. (c) The same as (b), but for H/V measurements.
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(Figure 10b)—indicating that, on average, phase velocity decreases slightly with increasing period. This is a 
further indication of a LVZ.

The posterior distribution of each 1D inversion is usually fairly narrow in the top 10 km where we would expect 
to have sensitivity, and generally grows wider with depth below 15 km, as would be expected given the low reso-
lution and scaled uncertainties of the incorporated TA data. In some models, we observe a bimodal distribution 
between 10 and 20 km depth. This could stem from poor constraint of phase velocity at 9 and 10 s and scaled 
higher uncertainty in the TA phase velocity data at 12 s (Figure 6), as this is the range that transitions from being 
controlled by the beamforming measurements to the TA data. The low velocity feature found near 10 km depth 
is consistent throughout most of the study area (Figure 10). In addition, there are few outliers—the individual 
models themselves tend to cluster fairly closely around the average model.

We do find that, in some locations, there is a sharp contrast in velocities in between the shallowest 1–2 and 2 km 
or deeper, driven by some anomalous H/V ratios at shorter periods and/or at the edge of the geophone arrays 

Figure 11. Gaussian-smoothed shear velocity slices at discrete depths. The locations of the geophones have been shown lightly as red triangles in the foreground 
for reference. For panels (a, b), the surface heat flux contours from Figure 1 are plotted as dashed lines. (a) Depth slice of velocity averaged from 0 to 1 km depth. 
(b) Depth slice of velocity, 9.0 km depth. (c) Depth slice of uncertainty, averaged from 0 to 1 km depth. (c) Depth slice of uncertainty, 9.0 km depth. The overall 
velocity patterns in (a, b) are consistent with the patterns of H/V and phase velocity maps shown in Figures 9 and 8, respectively, which is expected based on the depth 
sensitivity kernel analysis.
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(Figure 10). This anomaly was even stronger if we chose to include the less reliable 5 and 10 s H/V data in the 
inversion. Calculated sensitivity kernels of H/V ratios between 6 and 9 s indicate this may be due to a resolution 
limitation, resulting in poorer constraint on the shallowest two model parameters, as there can be some trade-off 
between them due to spline spacing. As a result, we refrain from over-interpretation of the fine scale depth 
variation of the shallow portion of the model. Instead, we only present the depth average model in the top 1 km 
(Figure 11a), which is still considered quite robust.

4.5. 3-D Shear Velocity

When each 1-D shear velocity model is combined, a pseudo-3D shear velocity model is created. Because there 
can be some large contrasts between adjacent models, we apply a Gaussian smoother across each discrete depth 
(Figure 11). The Gaussian smoother is parameterized to use the 3 closest grid point measurements for inter-
polation onto a 0.01° longitude (0.88 km) by 0.01° latitude (1.08 km) degree grid, with a maximum Gauss-
ian half-width of 0.05° (maximum of 5.5 km). The exact Gaussian half-width is determined by the maximum 
distance to the 3 closest grid points. The spacing between measured grid points is 0.04° (about 3.5 and 4.4 km 
for longitude and latitude, respectively). In general, the model is fairly well-constrained between 0 and 15 km 
depth. This depth range corresponds to the depth sensitivity range for the data range used (5–10 s), with ellipticity 
constraining the shallow portion (0–5 km) and phase velocity constraining the deeper region of the model. Below 
15 km, the TA data is primarily determining the model values.

Depth-sensitivity kernels (Figure 7) illustrate that ellipticity is the primary factor controlling the velocity in the 
top 3 km (Figure 11a). However, we note that due to physical access limitations on geophone placement, some 
surface topographical features are not as visible as we expected, such as the Mineral Mountains (Figure 1), where 
higher H/V ratios would be expected. As a result, mountainous regions are geographically undersampled by 
geophone placements compared to the basin regions.

We find that a LVZ between 5 and 15 km depth is a prominent feature in most of the study area (Figure 10a). 
However, not all areas see an equal low velocity drop. There are several different locations (Figure 11b) correlated 
with higher heat flux that feature a much lower calculated shear velocity than the surrounding area, most notably 
the large LVZ in the eastern half of the study area beneath the Crater Knoll and Dog Valley arrays (Figure 1). 
Figure 12, showing two discrete cross-sections bisecting the study area, highlights the lateral continuity of the 
low velocity structure and consistency regarding average depth. This pattern is similar to that imaged in the Coso 
geothermal area in California (Yang et al., 2011).

4.6. Synthetic Dispersion Curves

To test the sensitivity of the phase velocity and ellipticity measurements of the imaged LVZ, we compute synthetic 
dispersion curves based on the average velocity model across the study region (Figure 10a). We compare this 
with synthetic dispersion curves from the same velocity model, but with the LVZ removed (Figure 13). We find 
a significant improvement in fit to the observed average data by including the LVZ compared to not, as meas-
ured by least squares misfit. Perhaps more importantly, the model with the LVZ predicts a flatter phase velocity 
dispersion curve that is more consistent with the observation. The largest improvement in fit is in phase velocity, 
as might be expected given that the regional velocity reversal occurs between 5 and 15 km depth where phase 
velocity is most sensitive.

5. Discussion
5.1. Methodological Utility

We demonstrate that it is possible to combine asynchronous nodal datasets with broadband data to image the 
subsurface using beamforming and surface wave phase velocity dispersion measurements, and combine this with 
H/V ratio measurements for better shallow resolution. The implications of this include the ability to perform 
tomography and ellipticity studies with older datasets, stitching them together using permanent stations, as well 
as the ability to enhance tomographic studies by including nodal deployments in a given region of interest from 
any time period, provided there are broadband stations to use. Jia and Clayton (2021) demonstrated this further 
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using Frequency-Time analysis (FTAN) and linear, least squares inversion for group velocity, demonstrating that 
this methodology is robust across at least two separate methods of dispersion measurement.

5.2. The Low Velocity Zone and Its Significance

The cause of the elevated geotherm is uncertain and the location and nature of the source of recent volcanic 
eruptions are not well known. One key question is whether the geothermally active areas in the study area are 
connected at depth, and if so, what the lateral extent is. A second question, pertinent to the nature of the heat 
source, is whether the root cause is primarily from a thin crust and mantle heating associated with the Basin 
and Range—Colorado Plateau TZ (e.g., Schmandt & Humphreys, 2010), or if it is a region of more shallow 

Figure 12. Interpolated shear velocity cross sections across selected vertical profiles. Location of each profile is shown as an orange line in Figure 2. Vertical relief 
is exaggerated by a factor of two for visualization. The right y-axis indicates the elevation of the topography relative to the lowest point in the cross-section, or about 
1,500 m above sea level. Depths are plotted relative to the actual surface elevation. No topographic correction has been applied. (a) North-south cross section from A to 
A’. (b) East-west cross section from B to B′. A significant low-velocity zone is present across most of the study area both latitudinally and longitudinally, but the exact 
thickness, depth, and velocity varies significantly.
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magma-sourced fluids, given the Pliocene to Quaternary surface volcanics mapped geologically in the region 
(Johnsen et al., 2010).

Our work corroborates earlier studies (e.g., Muller & Mueller, 1979; Robinson & Iyer, 1981; Smith et al., 1975; 
Özalaybey et al., 1997) that detected a zone of low shear velocity at approximately 10 km depth. However, we 
better resolve the near-surface and lateral structure, and thus find that the anomaly persists across the entire study 
area with a velocity drop that averages 13% and locally ranges as high as approximately 30%. As no smoothing 
is applied to either the phase velocity data or the H/V data prior to running each 1D inversion and the smoothing 
applied after the inversion has a maximum width of 5.5 km, we conclude that features larger than approximately 
5 km are robust, as this means the velocity feature is supported by data from multiple grid point phase velocity 
and H/V measurements.

Figure 13. Synthetic dispersion curve test for the average study area model compared to the same model with the low-velocity zone artificially removed. (a) Average 
shear velocity model, and the average model with the low velocity zone removed. (b) Average model and synthetic phase velocity dispersion curves versus measured 
dispersion curves, with least-squares misfit printed above for both models. Average phase velocity data is taken across the study area. Standard deviation of all phase 
velocity measurements across the study area are shown for reference (vertical bars). (c) Same as top right, but for H/V. There is a clear reduction in misfit by including a 
low velocity zone, primarily for phase velocity data.



Journal of Geophysical Research: Solid Earth

WELLS ET AL.

10.1029/2022JB024070

18 of 23

The largest seismic velocity anomaly occurs in the Dog Valley Region (Figures 1 and 11), in the eastern half of 
the study area. This anomaly is persistent from depths as shallow as 5 km to depths as deep as 15 km, and coin-
cides with surface geothermal activity (hot springs) and geothermal power plants (Figure 1). This region is also 
the site of the youngest mapped volcanism in Utah (Johnsen et al., 2010), and recent, shallow earthquakes were 
recorded suggestive of activity associated with the volcanic structure (Mesimeri, Pankow, Barnhart, Whidden, 
& Hale, 2021). This Dog Valley anomaly also extends to the southwest with a much lower amplitude toward 
Crater Knoll and the Mineral Mountains, and spatially coincides with the surface heat flux contours (Figures 1, 
8, and 11a).

The local geology suggests elevated temperature and/or interconnected pore fluids as possible causes for the 
LVZ. If only temperature is considered, a shear velocity decrease from 4 km/s to 3 km/s at 300 MPa confining 
pressure (10 km depth) requires a temperature increase exceeding 1,200° C (Karato, 1993), and even higher based 
upon the modeling of Poletto et al. (2018). Additionally, linear extrapolation of well-temperature data (Simmons 
et al., 2018), sampled at 2,300 m depth from a well drilled within the dense FORGE sub-array, places an absolute 
temperature of approximately 800°C at 10 km depth. This temperature is insufficient to melt dry granite at a 
pressure of 300 MPa (Larsen, 1929; Poletto et al., 2018).

However, even a small percentage of water, which is plausible at 10 km depth in a known geothermal area, lowers 
the onset of melting in rocks by hundreds of degrees (Holland & Powell, 2001). The temperature observations 
thus permit the presence of hydrous partial melt that may be sufficient to produce the observed velocity anomaly 
(Poletto et  al., 2018). Hammond and Humphreys  (2000) examines the effect of partial melt on upper mantle 
seismic velocities, and finds that even a 1% partial melt can contribute to a seismic shear velocity reduction of 
approximately 8%. In view of the large magnitude of the velocity anomaly, we suspect that a combination of 
increased temperature and resulting partial melting is required. However, the effect of such a partial melt on 
shear wave velocity is difficult to quantify owing to a lack of knowledge of parameters such as porosity, perme-
ability, and the amount of water present at 10 km depth. Previous studies, which assume igneous composition 
and compositional continuity, offer some guidance for estimating a percentage of partial melt in the middle to 
upper crust. Chu et al. (2010) would estimate the partial melt percentage of 15%–20% to accommodate such a 
large drop in shear velocity, while Delph et al. (2021) offers a broader estimation range of between 15% and 28%, 
assuming igneous rock in the crust. However, real partial melt percentages may differ significantly, as a change 
in the composition at depth (Allis et al., 2012) and presence of water would substantially lower the shear velocity 
without the need for such a large melt percentage. Still, we can conclude that a significant partial melt is likely 
in the LVZ imaged in this study.

Another possibility to consider is large scale radial anisotropy in the Basin and Range Province (Moschetti 
et al., 2010a, 2010b). Discrepancies between Rayleigh waves and Love waves reveal significant radial aniso-
tropy and is likely responsible for a lower velocity in the middle crust, such as at 12.5 km depth (Moschetti 
et al., 2010b). Lin and Schmandt (2014) used H/V ratios to examine the azimuthal anisotropy across the western 
US, which measured a regional average anisotropy of 2%–4% at 10 s period in the region surrounding the Sevier 
geothermal resource area, which is in agreement with existing tectonic stress models (Heidbach et al., 2010). 
However, while this anisotropy may play a part in the observed low shear velocity anomaly, it is clearly an insuf-
ficient explanation by itself.

Cross-sections (Figure 12) indicate that the source of heat in the Dog Valley area (Figure 1) may be connected 
at depth to the hydrothermal systems in the FORGE area, both of which feature an operating geothermal power 
plant. Mesimeri, Pankow, Baker, and Hale (2021) hypothesized that fluid migration along preferential pathways 
beneath the Mineral Mountains (Figure 1) may have caused recent seismicity. Additionally, the continuity of 
the LVZ may be explained in part by a silica “cap” formed by silica precipitation by depressurization of rising, 
geothermally heated fluids forces, resulting in a low permeability layer that confines underlying fluids (Lowell 
et al., 1993; Saishu et al., 2014). Finally, the two distinct hydrothermal systems may be connected to a single heat 
source that is too deep to have been imaged in this study.

In contrast to seismic imaging, preliminary results of a recent magnetotelluric survey indicate a large lateral and 
vertical contrast in resistivity beneath the FORGE array, the Mineral Mountains, and beneath the Crater Knoll 
array to the east (Wannamaker et al., 2020). A low resistivity body at depths greater than 5 km is located nearly 
directly beneath the Mineral Mountains and is surrounded to the east and west by higher resistivity. This may 
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indicate that the hydrothermal systems are not directly connected, although they may share a common source of 
heat from below. This is supported by the fact that, in the FORGE area, test wells drilled into highly continuous 
impermeable bedrock, below approximately 1 km depth, indicate a low potential for fluid migration (Moore 
et al., 2020). The observed differences between seismic and magnetotelluric imaging could be related to: (a) the 
differing material properties to which the methods are sensitive, (b) differences in the geometries of the surveys, 
(c) differences in the spatial resolution of the methods, and/or (d) the methods used to produce images from the 
data sets. Given the data used in this study, we expect the vertical velocity contrasts to be well resolved, as surface 
waves are rather sensitive to vertical impedance contrasts, although the sharpness of such contrasts is not nearly 
as easily resolvable. In contrast, the inherent lateral resolution determined by the beam widths and beam spac-
ing (12 and ∼4 km, respectively) does not allow for sharp lateral velocity contrasts to be resolved in this study. 
Additionally, the wavelengths represented by the period range used in this study are, at minimum, approximately 
10 km, limiting the lateral resolution capabilities regardless of beam spacing. This makes it difficult to laterally 
resolve any feature smaller in extent than 5 km. As a result of this and the beam spacing, the features discussed 
here are at least 5 km in lateral extent.

To verify the validity and robustness of the LVZ, we computed synthetic dispersion curves both with and with-
out the LVZ, and significant improvement of fit to the observed data is found with the inclusion of the LVZ 
(Figure 13). As we noted, the extent of the LVZ seems continuous across the study area. However, the geographic 
span of geophone instrumentation used in this study may have been insufficient to encompass the full lateral 
extent of the LVZ, as indicated in Figure 12. Reflectivity studies suggest that this LVZ may also be present in 
various other areas in the Basin and Range province (Muller & Mueller, 1979; Özalaybey et al., 1997; Smith 
et al., 1975). It therefore is possible that the LVZ persists across a much larger area than the area covered by the 
geophone arrays used in this study.

5.3. Comparison to the Coso Geothermal Area in California

The Coso geothermal area is an active and exploited geothermal resource zone in southern California, featur-
ing operating geothermal power plants (Monastero, 2002) and active surface hydrothermal features (Monastero 
et al., 2005). Coso is very similar to the Sevier geothermal resource area in a number of ways: it features contem-
porary, active geothermal features and geothermal power plants, a granitic/rhyolitic basement plutonic rock, high 
surface heat flux, and Quaternary volcanism (Adams et al., 2000; Bacon et al., 1982; Combs, 1980; Duffield 
et al., 1980; Monastero et al., 2005).

An important distinction, however, is that the Coso system resides in an extremely tectonically active region 
(Bhattacharyya & Lees,  2002), specifically, the Eastern California Shear Zone (McClusky et  al.,  2001). In 
comparison to Coso, there is very little seismic activity in the vicinity of the Sevier geothermal resource area 
(Arabasz et al., 2007; Kreemer et al., 2012; Mesimeri, Pankow, Baker, & Hale, 2021). However, it nonetheless is 
useful to compare the Coso and Sevier geothermal areas. In addition to the similarities listed above, Coso features 
a likely LVZ in the middle/upper crust (Wu & Lees, 1999; Yang et al., 2011). Yang et al. (2011) recovered a shear 
velocity profile across the area using ambient noise tomography with signals between 3 and 10 s, a similar period 
range to that used in this study. Their study yielded several different velocity models depending on the strength of 
the model smoother applied, but in all models except for the most strongly-smoothed, a significant LVZ appears 
between 5 and 15 km depth with an average depth close to 10 km. This result closely resembles the velocity struc-
ture derived from this study. Interestingly, the study area in south-central Utah is geographically smaller than the 
area covered in the Coso study but the shear velocity perturbation detected appears to be moderately larger on a 
percentage basis. It is uncertain whether this difference indicates a real difference in subsurface geology or if the 
two studies differed in their success in resolving velocities in the LVZs.

Finally, it has long been hypothesized that there is an active magma body at a depth as shallow as 8 km beneath 
the surface at Coso (Bacon et al., 1980). Tomographic studies that imaged an LVZ with anomalously low shear 
velocity were interpreted to have detected the active magma body (Wu & Lees, 1999; Yang et al., 2011). The 
geological and geophysical similarity of the Sevier geothermal area to Coso, including the presence of a midcrus-
tal LVZ with shear velocities that perhaps are even more anomalous than Coso, reinforces our suspicion that 
partial melt is a major contributor to depressed seismic velocities under the Sevier geothermal area. The presence 
of a hot, partially molten body in the middle to upper crust in Utah not only would explain the high surface heat 
flow and recent volcanism but it also has important tectonic implications. In spite of scarce shallow seismicity 
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and geomorphic evidence that suggests only minor recent surface deformation (Knudsen et al., 2019), the pres-
ence of crustal melt would imply that the Basin-Range to Colorado Plateau TZ remains dynamically active at 
depth.

6. Conclusion
Using beamforming, ambient noise tomography, and an MCMC inversion, we combine temporally separate nodal 
geophone datasets with regional broadband data to produce a 3-D shear velocity model of the Sevier geothermal 
resource area in south-central Utah. We find ocean-generated seismic Rayleigh waves are the most pronounced 
signal in the area and the most suitable for our target geographic resolution.

We are able to successfully unify different datasets to measure Rayleigh wave phase velocity and ellipticity of a 
region approximately 70 km square. We observed clear Rayleigh wave move-out between 5 and 10 s on all four 
geophone arrays. Using beamforming stacking, we demonstrate it is possible to unify the velocity and ellipticity 
measurements with data from four temporally separate geophone arrays by incorporating continuous broadband 
data to jointly invert for a 1D velocity structure at each beam center, generating a pseudo-3D shear velocity model 
of the entire region at a much higher resolution than previously computed. To stabilize the relatively short period 
inversion of the area, we also utilize the longer period phase velocity and ellipticity measurements previously 
generated across the Western US documented in Lin et al. (2009, 2014).

The phase velocity and ellipticity measurements from the beamforming algorithm show high correlation with 
known geologic and geothermal features in the area (Figures 1, 8 and 11). We see a consistency between higher 
ellipticity with known sedimentary basins in the area, and lower ellipticity with mountainous regions or bedrock 
close to the surface. Similarly, Rayleigh wave phase velocity measurements have several clear anomalously slow 
areas which coincide with known locations of high surface heat flux (Figures 1 and 11). These high surface heat 
flux locations also coincide with existing hydrothermal systems and geothermal power plants in the area.

The final 3-D velocity model from the Bayesian MCMC inversion provides evidence for a rather complex veloc-
ity field that is similar to what has been imaged in the Coso geothermal field. Notably, a distinct low-velocity 
zone is imaged across south-central Utah at depths from 5 to 15 km, corroborating and supplementing the results 
of previous local seismic imaging work (Muller & Mueller, 1979; Robinson & Iyer, 1981; Smith et al., 1975) 
and previous regional scale studies (Bailey et al., 2012; Lin et al., 2009, 2014; Moschetti et  al., 2010b; Sine 
et al., 2008). Our explanation for these low velocity anomalies consists of a combination of primarily tempera-
ture variation and the presence of partial melt, which is consistent with previous explanations for TZ anomalies 
(Schmandt & Humphreys, 2010). The 3D model presented in this study helps clarify the extent and shape of the 
subsurface source of heat responsible for the observed thermal anomalies in the region, and the regional extent 
and consistency suggest a common heat source for the high heat flow and Quaternary volcanics found throughout 
the region—which may be a shallower source of magma driven by localized TZ mantle heating. The results we 
present here provide excellent evidence that more complex geological processes are occurring than Basin and 
Range radial anisotropy, as the LVZ present in the Sevier geothermal resource area is anomalous even for the 
Basin and Range. Specifically, TZ-related anomalous heat, originating from the upper mantle, is likely causing 
some partial melt in the area, causing a seismic LVZ and is likely responsible for the observed surface volcanics, 
heat flux, and hydrothermal systems.

Data Availability Statement
Heat flow data were provided by Mark Gwynn of the Utah Geological Survey (UGS). Data on Quaternary volcanic 
deposits and faults are courtesy of the UGS and are publicly available on the Utah Automated Geographic Refer-
ence Center (AGRC) database. Figure generation was performed in Matlab and with Python packages Matplotlib, 
Numpy, Pandas, Obspy, Cartopy and Scipy. Data processing was performed with Seismic Analysis Code (SAC) 
and the Python package Obspy. Seismic data for the FORGE, Dog Valley, Crater Knoll, and Twin Peaks arrays 
are available on the Incorporated Research Institutions for Seismology (IRIS) database with DOIs Pankow (2016) 
https://doi.org/10.7914/SN/8J_2016, https://doi.org/10.7914/SN/9D_2017, https://doi.org/10.7914/SN/2F_2016, 
and https://doi.org/10.7914/SN/1E_2017, respectively. Additional seismic data included broadband stations from 
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https://doi.org/10.7914/SN/9D_2017
https://doi.org/10.7914/SN/2F_2016
https://doi.org/10.7914/SN/1E_2017
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the University of Nevada Reno (1971) (DOI: https://doi.org/10.7914/SN/NN), University of Utah (1962) (DOI: 
https://doi.org/10.7914/SN/UU), and the Leo Brady Network (LB, no DOI available), and were downloaded from 
IRIS with the python package Obspy. Earthscope USArray Transportable Array (DOI: https://doi.org/10.7914/
SN/TA) phase velocity measurement data were documented in Lin et al. (2009). IRIS Transportable Array (2003) 
H/V measurement data were was documented in Lin et al. (2014) and provided by Dr. Fan-Chi Lin.
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