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S U M M A R Y 

Structural boundaries are often the features of most interest geologically, but imaging them 

can be difficult due to wavefield scattering and interference caused by the sharp velocity con- 
trasts. One example of this is the apparent Rayleigh-wave anisotropy (1-psi anisotropy) that 
has been observed near major structural boundaries using seismic arrays. The cause of the 
apparent anisotropy is the interference between the incident surface wave and waves scattered 

from velocity discontinuities. In this study, we first investigate the sensitivity of apparent 
anisotropy measurements to lateral boundary sharpness through 2-D full waveform simula- 
tions. We demonstrate that 1-psi anisotropy can vary based on boundary sharpness, station 

spacing and period of surface waves. We show that a misfit defined using triple-difference 
traveltimes, that is, the difference in double-difference traveltimes between station pairs with 

opposite propagation directions, well characterizes the apparent anisotropy. The sensitivity 

kernel for this triple-difference misfit can be constructed using the adjoint method. We show 

that triple-difference traveltimes are mainly sensitive to velocity contrasts rather than absolute 
velocities, in contrast to double-difference traveltimes. With sensitivity kernels constructed, 
we demonstrate how triple-difference traveltimes can be combined with double-difference 
traveltimes into a tomography inversion. We show that by including triple-difference travel- 
times, seismic inversions converge faster and resolve boundary and average structure better in 

early iterations, compared to using double-difference traveltimes alone. Recent advancements 
in dense array experiments could facilitate the application of this method to better delineate 
tectonic and basin structural boundaries. 

Key words: Fourier analysis; Numerical modelling; Seismic anisotropy; Seismic tomogra- 
phy; Surface waves and free oscillations; Wave scattering and diffraction. 
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 I N T RO D U C T I O N  

eismic tomography is a technique for imaging the interior of the
arth with seismic waves (Q. Liu & Y. J. Gu 2012 ; A. Fichtner
t al. 2024 ). The development and application of seismic tomog-
aphy has led to successful discoveries including deep subducting
labs, large low-shear-velocity provinces in the lower mantle and nu-
erous oil-producing reservoirs (Woodhouse & Dziewonski 1984 ;
ukao et al. 2001 ; Panning & Romanowicz 2006 ; Cui et al. 2024 ).
mages from such techniques, however, are inevitably smoothed
ue to regularization and inadequate data coverage. The result-
ng blurry, low-resolution tomographic images make it difficult to
ake robust geologic interpretations such as the distinguishing be-

ween thermal boundaries with gradual change of elastic properties
 Present Address: Depar tment of Ear th, Environmental and Planetar y Sci- 
nces, Rice University, Houston, TX 77005, USA. 
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nd compositional boundaries with sharp changes (Helffrich et al.
989 ; Artemieva 2009 ). It is thus of great interest to develop new
omographic methods to enhance resolution such that structural
oundaries can be better resolved. 

Rayleigh-wave apparent azimuthal anisotropy (1-psi anisotropy,
ith 360-degree azimuthal periodicity) has been observed near ma-

or structural boundaries (Lin et al . 2008 ; Mauberger et al . 2021 )
nd may hold the key to improving tomographic resolution and
nvestigating dynamic processes associated with lithospheric edges
Hutchings et al. 2025 ). Different from the 2-psi and 4-psi azimuthal
ariations (with 180-degree and 90-degree periodicity, respectively;
mith & Dahlen 1973 ; Montagner & Nataf 1986 ; Liu & Ritzwoller
025 ), which originate from intrinsic anisotropy in the medium,
-psi anisotropy cannot arise from true intrinsic anisotropy, and in-
tead results from the interference between the incident wave and
aves scattered by velocity perturbations in a heterogeneous yet

sotropic medium (Stich & Morelli 2007 ; A. Fichtner et al. 2013 ;
eng et al. 2024 ). 
oyal Astronomical Society. This is an Open Access
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Figure 1. Demonstration of 1-psi anisotropy or triple-difference traveltime observations with respect to different boundaries. (a) Shear velocity model with 
a sharp boundary. Receivers are denoted by triangles. Sources from opposite direction are denoted by arrows. (b) Waveforms at two receivers from opposite 
source directions. Upper panel is from the left source (sL, solid lines), lower panel is from the right source (sR, dashed lines). Waveforms in black (r1) and 
red (r2) correspond to receivers in the same colour in (a). (c) Cross-correlations of waveforms from a common source. Vertical lines denote the time of the 
cross-correlation maxima. Inset plot is a zoom-out version. Time axes for cross-correlation from left source are reversed for comparison and visualization. (d) 
laterally homogeneous model. 1-D Vs is 95 per cent of the average of two 1-D Vs in (a). (c) Same as (b) but from model (d). (f) Same as (c) but from waveforms 
in (e). 
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The objective of this study is twofold: first, to investigate the pre- 
cise sensitivity of the 1-psi anisotropy measurement; and secondly, 
to develop a method for incorporating this novel measurement into 
tomographic inversions, with the goal of enhancing resolution and 
more accurately delineating subsurface structural boundaries. To 
investigate the sensitivity, we first perform a series of 2-D full wave- 
form simulations and determine how 1-psi anisotropy could vary 
based on boundary sharpness, station spacing and wave period. We 
then introduce a new triple-difference traveltime measurement, us- 
ing the difference between two double-difference traveltimes for 
waves propagating in opposite directions, and construct finite fre- 
quency sensitivity kernel for this triple-difference misfit using the 
adjoint method (Tromp et al. 2005 ) by modifying a recent dou- 
ble difference adjoint framework (Yuan et al. 2016 ; Liu 2020 ; Pan 
et al. 2020 ; Tong et al. 2024 ) to incorporate the triple-difference 
traveltime misfit function. We demonstrate that the new double plus 
triple difference adjoint tomography has the advantage of resolving 
structural boundaries better and converging faster when compared 
to using double difference measurements alone. 

2  F O RWA R D  C A L C U L AT I O N S  

Previous studies have suggested that the observation of 1 psi 
anisotropy could be affected by multiple factors including boundary 
sharpness, velocity contrast across the boundary, wave period, sta- 
tion spacing, and measurement method (Lin & Ritzwoller 2011a ; b ; 
Mauerberger et al. 2021 ; Zeng et al. 2024 ). To investigate the pre- 
cise effects of these factors on 1 psi anisotropy, we perform 2-D full 
waveform simulations using different velocity models and measure- 

ment schemes. 
2.1 Numerical setting 

We perform 2-D forward wavefield simulations using the 
SPECFEM2D package (Tromp et al. 2008 ). The model domain 
is 6000 km × 300 km, with a uniform element size of 10 km ×
10 km. We impose free surface boundary conditions on top and 
absorbing boundary conditions on the two sides and bottom. We ex- 
tract two 1-D shear wave velocity ( Vs ) models, one from the Snake 
River Plain and one from the Idaho Batholith, from Schmandt et al. 
( 2015 ) and use them to construct a 2-D model with a sharp velocity 
contrast (Fig. 1 a). Vp and ρ are obtained from Vs using empiri- 
cal relationships of Brocher ( 2005 ). As we focus on using 1-psi 
anisotropy to investigate lateral structure boundaries, the 2-D mod- 
els are smoothed with σz = 30 km and σx = 0.1 m Gaussian kernels 
in the vertical and lateral directions, respectively. Two isotropic mo- 
ment tensor sources with a dominant source frequency of 0.02 Hz 
are used to simulate 2-D wavefields propagating in opposite direc- 
tions. The sources are located at 1 km depth, positioned on either 
side of the velocity boundary (i.e. x = 3000 km), and 2000 km away 
from it. 

For each source, we perform a forward simulation and record 
waveforms for receivers on the surface. Example synthetic vertical 
Rayleigh-wave waveforms recorded by two receivers, each 35 km 

away from the structural boundary, on each side of the boundary, are 
shown in Fig. 1 (b). For each source, we determine the differential 
phase traveltime between the two receivers based on the maximum 

amplitude of the waveform cross-correlation. Note that differences 
in the differential traveltimes are observed for waves propagating 
to the left versus to the right (Fig. 1 c), hence the 1-psi apparent 
anisotropy. This observation is consistent with our previous results, 
in which we investigated the effect of interference between incident 

art/ggaf524_f1.eps


Triple-difference surface-wave traveltime adjoint tomography 3

300

200

100

0
D
ep
th
(k
m
)

(a) (b)

2500 2750 3000 3250 3500
Location (km)

300

200

100

0

D
ep
th
(k
m
)

(c)

3.5

3.7

3.9

4.1

4.3

4.5

2500 2750 3000 3250 3500
Location (km)

3.9

4.0

4.1

4.2

V
s
(k
m
/s
)

(d)

M1
M2
M3

Figure 2. Velocity models with varying boundary widths. (a) Sharp boundary with 0 boundary width, same as Fig. 1 (a). (b) Boundary width of 100 km. (c) 
Boundary width of 300 km. (d) Velocity depth slices at 50 km depth, M1-M3 corresponds to (a)–(c). 
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nd scattered waves based on numerical simulations and normal
ode summations (Zeng et al. 2024 ). For a laterally homogeneous
odel, the differential traveltimes for waves propagating in oppo-

ite directions are identical to one another as expected (Figs 1 d–
). 

.2 Boundary sharpness and 1-psi anisotropy 

orward simulations based on laterally homogeneous and hetero-
eneous models, as shown in Fig. 1 , demonstrate the causal re-
ationship between structural boundaries and 1-psi anisotropy. To
urther understand how boundary sharpness affects the observation
f 1 psi anisotropy, we perform simulations using velocity models
ith different boundary transition widths. Three representative ve-

ocity models are used, with 0, 100 and 300 km boundary transition
idths d (Fig. 2 d): 

VS ( x, z ) = VS1 ( z) + ( VS2 ( z) − VS1 ( z) ) × 1 − cos 
[( x−x0 

d 

)
π

]

2 
x0 ≤ x ≤ x0 + d, (1) 

here VS (x, z ) is shear velocity within the boundary transition zone,
VS1 ( z) and VS2 ( z) are shear velocities for the left and right 1-D

odels, x0 denotes the horizontal location of the left end of the
oundary. Shear velocities outside of the boundary transition zone
emain the same as the left or right model. 
In addition to testing transition width, we also test how 1-psi
nisotropy varies with different periods (i.e. 30, 60 and 90 s) and
ifferent station spacings (i.e. 10, 30 and 70 km; Fig. 3 ). 1-psi
nisotropy in 2-D can be described in terms of phase velocity using
quation below, 

A1 ( x, ω 

) = vL ( x, ω 

) − vR ( x, ω 

) 

( vL ( x, ω 

) + vR ( x, ω 

) ) / 2 
, (2) 

here A1 (x, ω ) is the 1 psi amplitude at location x , ω is angular
requency, vL (x, ω ) and vR (x, ω ) are frequency-dependent apparent
hase velocities at location x derived from the left and right sources,
espectively. As phase velocities are measured using phase travel-
imes, 1-psi anisotropy can also be described in terms of differential
raveltime: 

A1 ( x, ω 

) = �tR ( x, ω 

) − �tL ( x, ω 

) 

( �tL ( x, ω 

) + �tR ( x, ω 

) ) / 2 
, (3) 

here �tL (x, ω ) and �tR (x, ω ) are frequency-dependent apparent
ifferential traveltimes between the two stations derived from the
eft and right sources, respectively. 

Zeng et al. ( 2024 ) showed that 1-psi anisotropy is caused by inter-
erence between the incident Rayleigh wave and the backscattered
ayleigh wave (short wavelength oscillation) and body waves (long
avelength oscillation). Their result is consistent with the current

tudy with 0 km transition width (Figs 3 a–c). At 90 s period (Fig. 3 c),
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Figure 3. 1-psi anisotropy across the array with varying period and boundary width. The horizontal coordinate represents the midpoint of the station pair used 
for the measurement. (a) 1-psi anisotropy at 30 s period with model M1. (b) 60 s, M1. (c) 90 s, M2. (d), (e), (f) same as (a), (b), (c) but from M2. (g), (h), (i) 
same as above but from M3. Black lines are from 10 km station spacing. Blue lines are from 30 km station spacing. Red lines are from 70 km station spacing. 
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short-wavelength oscillations are observed for 10 and 30 km sta- 
tion spacing, which is the result of interference between incident 
and backscattered Rayleigh waves. Note that the 1-psi anisotropy 
results shown in Fig. 3 have been smoothed using a three-point 
moving average consistent with our prior approach to stabilize the 
measurements (Lin & Ritzwoller, 2011a ; Zeng et al. 2024 ). Since 
the incident and backscattered waves share the same phase velocity, 
the wavelength of the 1-psi oscillation is about half of the Rayleigh- 
wave wavelength. Resolving this short wavelength oscillation there- 
fore requires dense station spacing (i.e. station spacing smaller than 
1/8 and 1/24 of the Rayleigh wave wavelength without and with the 
three-point smoothing, respectively). At 60 s period (Fig. 3 b), short 
wavelength oscillations can only be observed with 10 km spacing. 
At 30 s period (Fig. 3 a), no short wavelength oscillations can be 
observed even with 10 km station spacing. Whether or not short 
wavelength oscillations can be fully resolved, long-wavelength os- 
cillations are apparent due to the interference between the incident 
Rayleigh wave and scattered body waves (Zeng et al. 2024 ). 

When the boundary transition width is larger than half the 
Rayleigh-wave wavelength, the short wavelength oscillations be- 
come difficult to observe suggesting the backscattered Rayleigh 
wave is significantly diminished. The long wavelength 1-psi os- 
cillation on the other hand is a more robust observation and less 
sensitive to the boundary sharpness and station spacing. 

In general, the amplitude of 1-psi anisotropy decreases as the 
boundary transition width increases (Fig. 3 ). This is particularly 
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pparent for the short wavelength oscillation when the station spac-
ng is small. This is consistent with the expectation that sharper
tructure boundaries produce stronger backscattering, where the
egree of sharpness should be evaluated based on the ratio of the
avelength to the transition width (Stolyarov 1978 ). Most of the

hort-wavelength oscillations diminish when the transition width
xceeds half the Rayleigh-wave wavelength. Note that for the same
eriod, body waves have longer wavelengths and higher apparent
elocities than Rayleigh waves, which might explain why the long
avelength 1-psi oscillation seems to be less affected by reducing
oundary sharpness. 

The result of our forward calculations suggests that the sharp-
ess of a structure boundary can potentially be resolved when station
pacing is sufficient to resolve the full 1-psi surface-wave backscat-
ering interference pattern. In this case, a sharper boundary is ex-
ected to produce a larger 1-psi amplitude owing to stronger re-
ections. The exact reflection coefficient will depend on both the

ransition width to wavelength ratio and the impedance contrast of
he two media (Benz & Vidale 1993 ; Aki & Richards 2002 , pp. 128–
49). We note that while wavelength is often considered a limiting
actor for resolution in traditional ray-based traveltime tomography
Bolton and Masters, 2001 ; Montelli et al. 2004 ; Simmons et al.
010 ), this is not necessarily the case for 1-psi measurements, which
s finite frequency in nature (Dahlen et al. 2000 ; Hung et al. 2000 ;
e Hoop and Van der Hilst 2005 ; Van der Hilst and De Hoop 2005 ).
 S E N S I T I V I T Y  K E R N E L S  O F  

R I P L E - D I F F E R E N C E  T R AV E LT I M E S  

n this section, we construct the equivalent 1-psi sensitivity kernel
hrough the adjoint method (Tromp et al. 2005 ). As described in eq.
 3 ), 1-psi anisotropy is equivalent to the ratio between the difference
nd the average of differential traveltimes between a station pair
or waves propagating in opposite directions. As small changes in
verage velocity do not affect the value of 1-psi in a major way,
e construct a new triple-difference misfit function χ td for the
djoint method using the numerator, the difference in differential
raveltimes, alone. For a simple case of two receivers and two sources
rom left and right: 

td = 1 

2 

∑ 

k 

[ ���tL R12 ( ωk ) ] 
2 , (4) 

here 

��tL R12 = 

((
t syn 
L 2 − t syn 

L 1 

) − (
t syn 
R1 − t syn 

R2 

))

− ((
tobs 
L 2 − tobs 

L 1 

) − (
tobs 
R1 − tobs 

R2 

))
, (5) 

s the triple-difference traveltime at each angular frequency ωk . The
ependence of traveltime on frequency is assumed but omitted in
q. ( 5 ) and after for concision. In eq. ( 5 ), L and R represent left
nd right sources, 1 and 2 represent left and right receivers, and
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syn and obs represent synthetics based on the reference model and 
observations based on the true model, respectively (e.g. t syn 

L 2 is the 
synthetic traveltime from the left source to the right receiver derived 
from the reference model). There are triple differences involved in 
the misfit function: the difference between two adjacent stations 
(1 and 2), the difference between sources from opposite directions 
(L and R) and the difference between synthetics and observations 
(syn and obs). In contrast to the triple difference misfit function 
established here, the previously established double different misfit 
function χ dd for two sources can be expressed as: 

χ dd = 1 

2 

∑ 

k 

[
��tL 12 ( ωk ) 

2 + ��tR21 ( ωk ) 
2 ] , (6) 

where 

��tL 12 =
(
t syn 
L 2 − t syn 

L 1 

) − (
tobs 
L 2 − tobs 

L 1 

)
, (7) 

��tR21 =
(
t syn 
R1 − t syn 

R2 

) − (
tobs 
R1 − tobs 

R2 

)
. (8) 

It is worth noting that although the differential traveltimes be- 
tween two stations are generally much larger than the difference 
between the left and right differential traveltimes for the same sta- 
tion pair (e.g. Fig. 1 c), the triple-difference misfit can be comparable 
to the double-difference misfit when a good smooth reference model 
is used. 

Although only differences for a single receiver pair and source 
pair is demonstrated here, the misfit function above and adjoint 
source equations afterwards can be easily generalized to the case 
of multiple receiver pairs and source pairs, by summing over all 
possible receiver pair and source pair combinations. This triple 
difference concept proposed here is built on studies of double dif- 
ference tomography (Yuan et al. 2016 ; Tong et al. 2024 ) that have 
shown advantage over absolute difference tomography. In the dou- 
ble difference approach, the difference between stations reduces the 
influence of source uncertainties and systematic errors. For triple 
differences, the additional difference between sources in the oppo- 
site directions emphasizes the interference effect from scattering at 
boundaries. 

The gradient of the new triple-difference misfit function relative 
to reference model perturbations can be expressed as: 

δχ td =
∑ 

k 

���tL R12 δ
((

t syn 
L 2 − t syn 

L 1 

) − (
t syn 
R1 − t syn 

R2 

))
, (9) 
where δt syn denotes the traveltime perturbation due to model pertur- 
bations. Here we assume that the equation can be linearized (Dahlen 
et al. 2000 ; Hung et al. 2000 ; Tromp et al. 2005 ), that is, the per-
turbation of differential traveltime is equivalent to the difference of 
individual traveltime perturbations: 

δ
((

t syn 
L 2 −t syn 

L 1 

) − (
t syn 
R1 −t syn 

R2 

)) = 

(
δt syn 

L 2 −δt syn 
L 1 

)− (
δt syn 

R1 −δt syn 
R2 

)
. 

(10) 

Based on the Born approximation (Hudson 1977 ; Wu and Aki 
1985 ) and reciprocity of Green’s tensors (Aki and Richards 2002 ; 
Dahlen and Tromp 2020 ), the adjoint source for the triple-difference 
misfit can then be calculated. In practice, we substitute the double- 
difference traveltime term in the double-difference adjoint source 
(Yuan et al. 2016 ) by the triple-difference traveltime to form the 
triple-difference adjoint source. This requires access to the wave- 
forms from two sources on opposite sides at the same time. So we 
forward calculate the waveforms from the two sources and store the 
waveforms first, and then calculate the adjoint sources from both 
source-pair and station-pair combinations. 

The time domain integral of forward and adjoint wavefields yields 
the gradient of the misfit function in the spatial domain, which is the 
finite frequency sensitivity kernel (Tromp et al. 2005 ; Bozdağ et al. 
2011 ). The sensitivity kernel describes how model perturbations 
affect the misfit, thus providing information on how the reference 
model should be updated to minimize the target misfit function. In 
the example sensitivity ker nel constr uction below, we use the later- 
ally inhomogeneous model shown in Fig. 1 (a) as the true model to 
generate observed waveforms and the laterally homogeneous model 
shown in Fig. 1 (d) as the starting model to generate synthetic wave- 
forms. Despite the double and triple difference misfit functions are 
calculated based on the same observations and synthetics, because 
of the difference in the misfit evaluation based on eqs ( 4 )–( 8 ), the 
double- and triple-difference kernels are significantly different from 

each other. The double-difference sensitivity kernel is sensitive to 
the average structure between the two stations, whether from single 
sources (Figs 4 a and b) or from multiple sources (Fig. 4 c; Tape et al. 
2007 ). In contrast, and as expected, the triple-difference sensitiv- 
ity kernel is sensitive to the velocity contrast across the boundary, 
as shown by the opposite sign of the sensitivity kernel across the 
boundary (Fig. 4 d). 
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For multiple station pairs, the total misfit function and sensitivity
ernel is the sum of all individual single station pair misfit functions
nd sensitivity kernels (sum over receiver indices i & j). 

td = 1 

2 

∑ 

i 

∑ 

j>i 

∑ 

k 

[
���tLRij ( ωk ) 

]2 
. (11) 
Fig. 5 shows the double- and triple-difference sensitivity ker-
el when we consider station pairs across a 30 km spaced ar-
ay with correlation coefficient larger than 0.95. As the starting
odel (Fig. 1 d) is overall slower than the true model (Fig. 1 a),

he double-difference sensitivity kernel (Fig. 5 a) emphasizes how
ncreasing the velocity, particularly on the right hand side, would
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be the most effective way to reduce the double difference misfit. 
Although the double-difference kernel gives a sense of the velocity 
contrast across the boundary, the sensitivity is extremely smoothed. 
The triple-difference sensitivity kernel (Fig. 5 b), on the other hand, 
emphasizes the velocity contrast across the boundary instead of 
the absolute velocity changes. We therefore conclude that a tomo- 
graphic inversion incorporating both double- and triple-difference 
traveltimes is likely the most effective approach for capturing both 
the overall absolute velocity structure and the velocity contrasts 
simultaneously. 
Like other finite frequency sensitivity kernels (Yoshizawa & Ken- 
nett 2005 ; Lin & Ritzwoller 2010 ), the triple-difference traveltime 
sensitivity kernel has observable sidelobes (e.g. Figs 4 d and 5 b) 
that are away from its primary sensitivity near the structure bound- 
ary. The presence of sidelobes arises from the single-scattering 
approximation (Dahlen et al. 2000 ; Zhou et al. 2004 ) inherent in 
the adjoint-state approach we adapted (Tromp et al. 2005 ). Because 
of the finite frequency effect, scattered energy away from the cor- 
rect boundary location could also interfere with the direct wave 
and result in 1-psi anisotropy near the boundary. While the single 
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cattering approximation could break down when the true model
s substantially different from the reference model (Panning et al.
009 ; Zhou et al. 2011 ), the multiscattering wavefield phenomenon
Friederich et al. 1993 ) in most cases could still be resolved under
he single scattering framework through an iterative process. 

The triple-difference traveltime sensitivity kernels constructed in
his study are smoothed by convolving Gaussian functions (Tape
t al. 2007 ; Tape et al. 2010 ), in order to remove the spurious
mplitudes in the vicinity of the sources and receivers. The scale
ength of the smoothing used is 70 km in both x and z direction,
hich is around the shortest wavelength of the Rayleigh waves. In
ection 4 , we compare the double- plus triple-difference inversions
ersus double-difference inversions to show the improvement by
ncluding triple differences. We note that the focus of this study is
o demonstrate the applicability of incorporating 1-psi anisotropy
easurements and the triple difference misfit into a tomographic

nversion. The choice of the 70 km universal smoothing parameter
s rather conservative, which limits the overall achievable resolution
f the final image. We intend to more thoroughly investigate reg-
larization and process optimization (Fichtner & Trampert 2011 ;
ozdağ et al. 2016 ) when we apply the method to real data in future

tudies. 

D  
 T R I P L E  D I F F E R E N C E  A D J O I N T  

N V E R S I O N S  

ere we demonstrate the result of adjoint tomography (Tromp et al.
005 ) by incorporating both double- and triple-difference measure-
ents into the misfit function. To balance the contribution between

he two types of measurements, we use the weighted sum of the
ouble-difference (DD) and triple-difference (TD) misfits as the to-
al misfit, where the weighting is determined based on the inverse
f the measurement variance. We evaluate the performance of the
D + TD inversion against the inversion based on DD misfit alone.
In the 1st iteration, the DD + TD inversion result clearly outper-

orms the DD only inversion in resolving the boundary sharpness
Fig. 6 ). The DD + TD model shows a narrower transition zone
hen compared with DD model between 0 and 100 km depth and
etter reflects the true model. Closer inspection reveals that the ad-
antage of the DD + TD inversion is particularly evident at a depth
f 50 km (Fig. 7 a), which the 50-s Rayleigh waves dominantly
xcited by the virtual sources are most sensitive to. The absolute
elocity on both side of the boundary as well as the sharpness of the
oundary is better resolved by the DD + TD inversion. At 100 km
Fig. 7 b), although the inver ted boundar y remains sharper using
D + TD, the velocity structure away from the boundary is better
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Figure 11. Misfit functions. (a) Triple-difference misfits of the DD + TD 

inversion models denoted by solid blue lines. Triple-difference misfits of the 
DD inversion models are denoted by red dotted lines. X-axis is the iteration 
number, y-axis is the natural log of misfit. (b) same as (a) but for double- 
difference misfits. (c) same as (a) but of the overall misfit combing double- 
and triple-difference measurements. 
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resolved by DD. This is perhaps not surprising considering the DD 

misfit mostly is affected by absolute velocities instead of boundary 
sharpness. 

By the 5th iteration of inversion, the difference between the 
DD + TD and DD models (Fig. 8 ) becomes smaller compared to the 
1st iteration, as both begin to converge toward the true model. Nev- 
ertheless, the DD + TD inverted Vs profiles at 50 and 100 km depth 
(Fig. 9 ) continue to resolve the velocity structure and the bound- 
ary sharpness slightly better than the DD inversion. Structures at 
different depths are resolved progressively through iterations. And 
the inclusion of TD generally helps to converge to the true model 
faster, especially near the boundary. 

Fig. 10 compares the predicted and observed 1-psi anisotropy 
from DD + TD and DD inversions at the 1st and 5th iterations. At the 
1st iteration, DD + TD inversion fit the 1-psi anisotropy amplitude 
much better at 60 s (Fig. 10 b) than the DD only inversion. At 30 s, 
DD + TD slightly fits better (Fig. 10 a). At 90 s, DD + TD fits worse 
than DD right at the boundary but fits better for locations away from 

the boundary (Fig. 10 c). At the 5th iteration, the DD + TD and DD 

inversions generally fit the 1-psi anisotropy similarly. However, the 
DD + TD inversion fits the 1-psi anisotropy amplitude slightly 
better for locations away from the boundary at 60 s (Fig. 10 e) and 
for locations right at the boundary at 30 s and 90 s (Figs 10 d and f). 
Fig. 11 shows the TD, DD and total misfit functions through in- 
version iterations. The TD misfit from the DD + TD inversion is 
consistently smaller than that from the DD inversion throughout the 
iterations, but particularly in the early stages (Fig. 11 a). Compared 
to TD misfit, differences in the DD misfit between the two inversions 
are less obvious. While the DD only inversion does have a lower DD 

misfit in the 1st iteration, the TD + DD inversion overall achieves 
similar DD misfit throughout the iterations (Fig. 11 b). This sug- 
gests that the TD measurements are not intrinsically contradictory 
to the DD measurements; therefore, incorporating TD into the in- 
version does not necessarily compromise the DD misfit. The overall 
DD + TD misfit from the DD + TD inversion is consistently smaller 
than that from the DD inversion through all iterations, mainly due to 
the improvement of the TD misfit (Fig. 11 c). As both the TD + DD 

and DD inversions eventually converge toward a similar model, no 
obvious difference in misfits are observed after the fifth iteration. 
As any given TD measurement can be derived from a pair of DD 

measurements, a model that can explain all DD measurements will 
automatically also explain all TD measurements. Nevertheless, in- 
cluding TD measurements accelerates convergence toward the final 
model by enhancing the resolution of boundary sharpness in the 
early iterations. 

We note that the magnitude of the DD misfit heavily depends 
on how close the reference model is from the true model. When 
the initial reference velocity is not accurate, the DD misfit could 
be a few orders of magnitude larger than the triple difference mis- 
fit (Fig. 11 ). However, as the model improves and becomes more 
accurate through the inversion, the DD misfit becomes comparable 
to the TD misfit in later iterations. When applying the method to 
real data, realistic uncertainty estimates (Yan et al. 2024 ) should be 
incorporated when determining the DD and TD misfits. Previous 
studies have shown that reliable 1-psi anisotropy can be observed 
near major structural boundaries in various regions, with measure- 
ment uncertainties suppressed by including many independent ob- 
servations (Lin & Ritzwoller 2011a ; Mauerberger et al. 2021 ; Zeng 
et al. 2024 ). Similar to DD, TD method should have the same ad- 
vantage of reducing influence from the source signature (Yuan et al. 
2016 ). Incorporating the 1-psi anisotropy constrained by real data 
into the tomography scheme proposed here remains a subject for 
future study. 

5  C O N C LU S I O N S  

In this study, we perform forward wavefield simulations for velocity 
models with boundary widths of 0, 100 and 300 km and measure 
1-psi anisotropy over 30-, 60- and 90-s periods, with 10, 30 and 
70 km station spacings. These results show that 1-psi anisotropy 
amplitudes and patterns are sensitive to the boundary transition 
width. The sharpness of the str uctural boundar y can potentially be 
resolved using 1-psi apparent anisotropy when the station spacing 
is sufficiently dense. We incorporate 1-psi anisotropy into seismic 
tomography by defining a new triple-difference traveltime misfit 
function. The corresponding sensitivity kernel and inversion are 
realized through adjoint methods. The triple-difference sensitivity 
kernel shows better illumination of the velocity boundary compared 
with the double difference method. We combine triple-difference 
and double-difference misfit functions to perform seismic inver- 
sion. Synthetic inversion results show that the DD + TD inversion 
resolves the boundary better in early iterations, with a faster con- 
vergence rate compared with DD inversion. For subsequent studies 
using real data sets, more complexities will appear, including the 
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oise, uncertainties and imperfect array geometries. While the ap-
licability, advantages and limitations of triple difference traveltime
djoint tomography are yet to be tested in such settings, but we ex-
ect the improved convergence near boundaries to be similar to that
n our synthetic tests and therefore provide some benefits to using
riple-difference measurements. 
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